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Abstract—The paper focuses on the target tracking control
for the onboard inertially stabilized visual platform system
of mobile robot. Firstly, mathematical modeling of the visual
platform tracking control system is conducted. Then, a new
visual tracking control algorithm based on fixed-time con-
trol technology is proposed to enhance the tracking speed
and accuracy of moving targets. Rigorous theoretical analysis
demonstrates that the target can be tracked within a fixed
time even in the presence of external disturbances. That is, the
moving target remains consistently within the camera’s field of
view during the robot’s motion by controlling the rotation of
visual platform.

Index Terms—visual platform, fixed-time, tracking control,
mobile robot.

I. INTRODUCTION

W ITH the development of image processing and com-
puter vision technology, visual sensors are increas-

ingly being applied to the field of artificial intelligence, and
visual servo control is also one of the core research topics in
the field of machine vision. This technology is widely used
in fields such as mobile robots and robotic arms, primarily
adjusting and controlling the motion of robots based on
the visual information captured by cameras [1–4]. However,
in practical scenarios, the field of view of the camera is
greatly limited, making research on the application of visual
platform valuable. As a mechanical device for mounting and
fixing cameras, the visual platform system primarily connects
tracking targets with fixed facilities. Gimbals can expand the
motion space of tracking targets through their own rotation
[5, 6].

Currently, there are many studies on tracking control meth-
ods for visual platform systems in the literature. Reference
[7] proposes a unified visual tracking adjustment controller
for onboard visual platform systems, which ensures that the
target is remained within the camera’s field of view. Another
dual-frame onboard visual platform control scheme based on
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visual feedback from image feature points is proposed in [8].
The key idea is to decouple the structure of the controller
by measuring the camera’s inertial angular velocity. The
resulting controller can compensate for position errors caused
by mutual movement between the visual platform and the
object being measured. However, the velocities of both must
be measured or estimated. Reference [9] explored an indirect
robust control method, transforming the robust control design
into an equivalent optimal control problem. This ensures that
the stability of the visual platform tracking control system
can also guarantee optimality. In Reference [10], the visual
platform is fixed on the ceiling, and a finite-time tracking
controller is designed based on visual feedback to control
the robot to move along the desired trajectory. However, this
situation leads to significant image delays and requires high
camera performance.

It is worth noting that in the aforementioned studies
on the application of visual platform for target tracking,
some literature mentions visual platform being stationary.
However, in practical applications, visual platform systems
should be combined with mobile devices to accomplish
target-tracking tasks. For target tracking control algorithms,
some studies require measuring or estimating the relative
velocity between the mobile device and the targets during
the tracking process. Addressing the above issue, this pa-
per first conducts mathematical modeling of target-tracking
systems based on mobile robot-mounted visual platform.
Subsequently, leveraging finite/fixed-time control theory [11–
15], this paper devises a fixed-time target tracking controller,
which guides the moving target towards the central position
of the camera’s field of view within a fixed time. Further-
more, it effectively mitigates diverse disturbances arising
during the visual tracking process, thereby fulfilling the
objective of target tracking.

II. PROBLEM DESCRIPTION

A. Mobile robot-mounted visual platform

To achieve the tracking of moving targets, it is generally
necessary to mount a visual platform system on a mobile
robot. The onboard visual platform system mainly consists
of the following parts: the mobile robot, the camera, and the
multi-degree-of-freedom visual platform. With the continu-
ous movement of the mobile robot and the interference of
dynamic targets, the target’s pixel coordinates in the camera’s
field of view converge to the desired position by controlling
the rotation of the visual platform. This paper primarily
focuses on the design of the visual platform system. In
this system, the camera captures the target object during
the tracking process, and obtains the pixel coordinates of
the target object in the camera’s field of view (u0, vm)
as feedback signals. These coordinates are then compared
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with the desired pixel coordinates of the visual center point
(u0, v0) to obtain the pixel deviation values (Eu, Ev). The
visual platform’s rotational angular velocities ẋ and ẏ is
controlled by using the fixed-time target tracking controller
In this paper, the selected visual platform has two degrees of
freedom, enabling control of the camera’s pitch angle β and
yaw angle α and the direction of camera rotation downwards
and to the left is defined as positive.

B. Fixed-time tracking control of moving targets based on
visual platform

Visual platform tracking control means that the target
object remains at the center of the camera by controlling the
visual platform system using visual feedback signals. Clearly,
from the perspective of control system performance, the time
taken to lock onto the target and the tracking accuracy are
two important performance indicators. Fixed-time tracking
control refers to the ability to lock onto the target within a
fixed time and to control it remaining at the center of the
visual field.

C. Background Knowledge

Definition 1. Consider the nonlinear system

ẋ = f(t, x) with f(t, 0) = 0, x ∈ Rn, (1)

where f : R+ × Rn → Rn is continuous with respect to x.
The equilibrium x = 0 of the system is (globally) uniformly
finite-time stable if it is uniformly Lyapunov stable and finite-
time convergent. By “finite-time convergence,” we mean: If,
for any initial condition x(t0) ∈ Rn at any given initial time
t0 ≥ 0, there is a settling time T > 0 , such that every
x(t, t0, x(t0)) of system (1) is defined with x(t, t0, x(t0)) ∈
Rn/{0} for t ∈ [t0, T ) and satisfies limt→T x(t, t0, x(t0)) =
0 and x(t, t0, x(t0)) = 0 for any t ≥ T .

Lemma 1. Consider the nonlinear system described in (1).
Suppose there is a C1 function V (t, x) defined on R+×Rn,
class K∞ functions π1 and π2, real numbers c > 0 and
0 < α < 1, for t ∈ [t0, T ) and x ∈ Û such that

π1(|x|) ≤ V (t, x) ≤ π2(|x|),∀t ≥ t0,∀x ∈ Rn,

and

V̇ (t, x) + cV α(t, x) ≤ 0,∀t ≥ t0 ,∀x ∈ Rn.

Then, the origin of system (1) is globally finite-time stable
with T ≤ V 1−α(t0,x(t0))

c(1−α) for initial condition x(t0) ∈ Rn.
Definition 2. The origin of system (1) is said to be globally

fixed-time stable if it is globally finite-time stable and the
settling time function T (x0) is bounded, that is, there exists a
positive constant Tmax such that T (x0) ≤ Tmax, ∀x0 ∈ Rn.

Lemma 2. Consider the nonlinear system (1). Suppose
there exist a C1, positive definite and radially unbounded
function V (x) : Rn → R and real numbers c > 0, d > 0,
0 < α < 1, γ > 1, such that

V̇ (x) ≤ −cV α(x)− dV γ(x), ∀x ∈ Rn.

Then, the origin of system (1) is globally fixed-time stable
and the settling time T (x0) satisfies

T (x0) ≤ Tmax :=
1

c(1− α)
+

1

d(γ − 1)
, ∀x0 ∈ Rn.

Lemma 3. For any xi ∈ R , i = (1, 2, · · · , n), and a real
number p ∈ (0, 1], the following inequality holds.

(|x1|+ · · ·+ |xn|)p ⩽ |x1|p + · · ·+ |xn|p.

Lemma 4. For any positive real numbers c, d and any
real-valued function π(x, y) > 0, one has

|x|c|y|d ≤ c

c+ d
π(x, y)|x|c+d +

d

c+ d
π−c/d(x, y)|y|c+d.

Fig. 1. Onboard visual platform coordinate system.

III. MAIN RESULTS

To achieve our control objectives, relevant mathematical
model is firstly conducted.

A. Mathematical model of mobile robot-mounted visual
platform

The coordinate system of the onboard visual platform
is shown in Fig.1. This platform involves three coordinate
systems:

1) World coordinate system W : Ow −XwY wZw. In the
world coordinate system, the coordinates of the moving
target M are denoted as Pw

m . The origin coordinates
of the robot coordinate system and the visual platform
coordinate system are denoted as Pw

r ,Pw
c .

2) Mobile robot coordinate system R : Or − XrY rZr.
Only consider the position of the robot in the plane
Xw −Y w. as Pw

r = (xw
r , y

w
r , θ)

T , where θ is the yaw
angle of the mobile robot, i.e., the angle between the
Xr axis and the Xw axis, with counterclockwise direc-
tion as positive; ω is the rotational angular velocity of
the robot. Definition: φ represents the linear velocity
of the mobile robot, which is in the same direction
as the robot’s Xr axis. Therefore, the three-axis linear
velocity of the mobile robot relative to its coordinate
system is Vr = (v cos θ, v sin θ, 0)T .

3) Visual gimbal coordinate system C : Oc − XcY cZc.
The coordinates of the visual platform relative to the
robot coordinate system R are P r

c = (0, 0, h)T , where
his the height difference between the visual platform
and the robot’s center of mass. The position of the
moving target M in the visual platform coordinate
system C is P c

m = (xc
m, ycm, zcm)T . Definition: The

angular velocity of the visual platform relative to its
coordinate system is Ωc = (ωx, ωy, ωz)

T , the linear
velocity relative to its coordinate system is Vc =
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Fig. 2. Pinhole model of camera.

(vx, vy, vz)
T and the angular velocity relative to the

world coordinate system W is Ωw.
Since the position feedback of the moving target M is

based on the visual platform system, it is necessary to derive
the coordinates of the moving target in the visual platform
coordinate system C, denoted as P c

m. As shown in Fig. 1,

P c
m = (Rw

c )
T · pcm, (2)

The matrix Rw
c represents the rotation matrix from the visual

platform coordinate system to the world coordinate system.
According to the geometric relationship between the moving
robot and the visual platform system, one has

pwc = pwr + prc,
pwm = pwr + prc + pcm.

(3)

The terms in Equation (2) are direction vectors in the world
coordinate system, given by

pwm = Pw
m, pwr = Pw

r , ‘pwc = Pw
c ,

prc = Rw
r · P r

c , pcm = Rw
c · P c

m.
(4)

where the matrix Rw
r is the rotation matrix from the robot

coordinate system to the world coordinate system, and the
matrix Rw

c is the rotation matrix from the visual platform
coordinate system to the world coordinate system. According
to Equation (3), the following is derived.

pcm = pwm − pwc = Pw
m − Pw

c . (5)

Therefore, the coordinates of target M in the visual gimbal
coordinate system C are obtained as:

P c
m = (Rw

c )
T · (Pw

m − Pw
c ). (6)

The linear velocities of the visual platform and the mobile
robot in the world coordinate system are:

Ṗw
c = Rw

c Vc,

Ṗw
r = Rw

r Vr.
(7)

The mobile robot and the visual platform have a fixed height
difference, so the relationship between the visual platform
and the mobile robot in their respective coordinate systems
is

Vc = Rc
rVr. (8)

The mathematical relationship between the rotation matrix
of the visual platform to the world coordinate system and
the angular velocity of thevisual platform is

Ṙw
c = δ(Ωw)R

w
c ,

Ωw = Rw
c Ωc,

(9)

where δ(·) represents the skew-symmetric matrix. Combining
equations (6)∼(9), the first-order derivative of the coordinates
P c
m can be obtained

Ṗ c
m = −(Rw

c )
T[Ωw × (Pw

m − Pw
c )] +G(t)

= δT(Ωc)P
c
m +G(t),

(10)

where G(t) = (Rw
c )

T Ṗw
m −Rc

rVr.

B. Modeling and analysis of vision-based mobile target
tracking control system

To track the moving target, it is necessary to obtain the
position of the target object through the camera, which
involves the pixel coordinate system P : uv. As shown
in Fig. 2, the camera uses a pinhole model. The pixel
coordinates of the moving target M in the pixel coordinate
system P and the coordinates of the center point of the image
plane are (um, vm)T and (u0, v0)

T. The pixel coordinates of
the target M can be determined

um = u0 − kµ
xc
m

zcm
,

vm = v0 − kµ
yc
m

zc
m
,

(11)

where k and µ represent the pixel size and focal length of
the camera, respectively. The system error is obtained by
subtracting the coordinates of the moving target M on the
camera imaging plane from the expected position.

E = (Eu, Ev)
T = (u0 − um, v0 − vm)T. (12)

According to equation (10), we can obtain

Ė = Lv(z
c
m)Ṗ c

m, (13)

where

Lv(z
c
m) =


kµ

zcm
0 −Eu

zcm

0
kµ

zcm
−Ev

zcm

 .

Substituting the mathematical model of the visual platform
(10) into equation (13), the error model for the vision-based
target tracking control system is obtained.

Ė =


EuEv

kµ
−kµ− E2

u

kµ

kµ+
E2

v

kµ
−EuEv

kµ

[
ωx

ωy

]
+

−
qz
zcm

ωz

−ωz − qz
zcm

[
Eu

Ev

]
+

[
kµqx
zc
m

kµqy
zc
m

]
,

(14)

The elements qx,qy and qz represent the rows of vector G(t).
Due to the visual platform used in this paper being capable of
controlling the camera’s up-down and left-right movements,
the angular velocities ωx and ωy of the camera are adjustable.
Define U = (ωx, ωy)T as the input of the visual target
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tracking system. To simplify the expression, rearrange the
system (14) as follows:

Ė = LuU + F (E, t) +D(t). (15)

where

Lu =


EuEv

kµ
−kµ− E2

u

kµ

kµ+
E2

v

kµ
−EuEv

kµ

 ;

F (E, t) = M(t)E =

−
qz
zcm

ωz

−ωz − qz
zcm

E

(16)

are related uncertain disturbances to the system state.

D(t) =

(
kµqx
zcm

,
kµqy
zcm

)T

(17)

is an external disturbance, i.e., disturbances caused by the
motion of the robot and the target.

Remark 1. Considering the potential failure of target
tracking due to rapid target movement and fast robot motion,
it is assumed that both velocities are within a fixed range,
meaning the variables Ṗw

m and Vr are bounded. At the
same time, constrained by the real physical environment, the
other environmental variables are also bounded. Assuming
that the moving target M does not get too close to the
visual platform, the depth information of the camera zcm
does not tend to be zero. Therefore, it can be concluded that
both disturbance terms F (E, t) and D(t) are bounded. The
determinant of the Lu matrix in the target tracking control
system (15) is |Lu| = k2λ2+E2

u+E2
v > 0, hence its inverse

matrix exists. Let U = L−1
u U∗ , then system (15) transforms

into:
Ė = U∗ + F (E, t) +D(t). (18)

Since the entire system model is two-dimensional, system
(18) is split into:

Ėu = u1 + f1(E, t) + d1(t),

Ėv = u2 + f2(E, t) + d2(t).
(19)

where f1(E, t) and f2(E, t) represent state disturbances,
while d1(t) and d2(t) denote external disturbances. Similar
in [16], the system satisfies the following assumption.

Assumption 1. System (19) satisfies{
|fi(E, t)| ⩽ a1|Eu|+ a2|Ev|,
|di(t)| ⩽ l < +∞,

i = 1, 2. (20)

where a1, a2 and l are bounded constants.

C. Fixed-time tracking controller design

For the moving target tracking control system, the follow-
ing controller is designed based on fixed-time control theory:

u1 = −k11E
3
u − k12sign(Eu),

u2 = −k21E
3
v − k22 sign(Ev).

(21)

To individually control the rotation of the two degrees of
freedom of the visual gimbal, thereby controlling the cam-
era’s angular velocities ωx and ωy , where k11, k12, k21, k22 ∈

R+, and the controller parameters satisfy the following
conditions:

k12 = k22 = k′ > l +max{k11, k21},
k11 >

3a1 + a2
2

,

k21 >
a1 + 3a2

2
.

(22)

Theorem 1. For the target tracking control system model
(15), if the controller is designed as (21) with the controller
parameters satisfying (22), then the system is fixed-time
stable, In other words, the system eventually ensures that
the pixel errors Eu and Ev of the moving target M in the
camera’s field of view converge to 0 within a fixed time.
Proof Construct the Lyapunov function as

V = V1 + V2. (23)

where V1 = E2
u, V2 = E2

v . Taking the derivative of V1,
yields:

V̇1 = 2EuĖu

= 2Eu(u1 + f1(E, t) + d1(t))
≤ −2k11E

4
u + 2a1E

2
u − 2k12|Eu|

+2a2|Eu||Ev|+ 2|Eu|.

(24)

Similarly, it can be obtained

V̇2 ≤ −2k21E
4
v + 2a2E

2
v

−2k22|Ev|+ 2a1|Eu||Ev|+ 2l|Ev|.
(25)

From V = V1 + V2, it follows that

V̇ = V̇1 + V̇2

≤ −2(k11E
4
u − a1E

2
u)− 2k12|Eu|

−2(k21E
4
v − a2E

2
v)− 2k22|Ev|

+2(a1 + a2)|Eu||Ev|+ 2l(|Eu|+ |Ev|).

(26)

By Lemma 4, it can be deduced that

|Eu||Ev| ≤
1

2
|Eu|2 +

1

2
|Ev|2. (27)

Multiplying both sides of equation (27) by 2(a1 + a2) and
substituting into equation (26), it obtains that

V̇ ≤ −2
(
k11 −

3a1 + a2
2

)
E4

u

−2
(
k21 −

a1 + 3a2
2

)
E4

v − 2k12|Eu|
−2k22|Ev|+ 2l(|Eu|+ |Ev|).

(28)

Substituting the controller parameter condition (22) into the
inequality (28), it obtains that

V̇ ≤ −c1V
2 − 2(k − l)(|Eu|+ |Ev|). (29)

where parameter c1 > 0 and

c1 = min
{(

k11 −
3a1 + a2

2

)
,
(
k21 −

a1 + 3a2
2

)}
. (30)

By Lemma 3, it follows

V
1
2 = (|Eu|2 + |Ev|2)

1
2 ≤ |Eu|+ |Ev|. (31)

Substituting equation (31) into (29), it obtains that

V̇ ≤ −c1V
2 − c2V

1
2 , (32)

where c2 = 2(k − l).
From equation (32) and Lemma 2, it can be concluded that

the system is fixed-time stable, and the pixel errors Eu and
Ev converge to 0 within a fixed time, which ensures that the
target M reaches the center position of the camera’s field of
view.
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IV. SIMULATION ANALYSIS

Simulation experiments are conducted using Matlab soft-
ware to build the system model and design the controller. The
responses of Eu and Ev with the different initial conditions
(Eu(0), Ev(0)) = (2, 1) and (Eu(0), Ev(0)) = (4, 2) are
given in Figs. 3-4. From these figures, it is observed that
all the closed-loop system states are regulated to zero in a
fixed time, which accords with the main results established
in Theorem 1 and also demonstrates the effectiveness of the
control method proposed in this paper.
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Fig. 3. Trajectories of Eu with the different initial conditions.
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Fig. 4. Trajectories of Ev with the initial conditions.

V. CONCLUSION

This paper has addressed the problem of dynamic target
tracking control under the scenario of onborne visual plat-
form. The entire tracking system of the onboard inertially
stabilized visual platform is modeled and analyzed firstly to
derive the dynamic equations of the tracking control system.
Subsequently, based on fixed-time control theory, a fixed-
time target tracking controller is designed, which drives that
the target can be tracked within a fixed time.
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