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Abstract- The efficiency of multi-objective evolutionary 

algorithms (MOEAs) in tackling issues with multiple objectives 

is examined. However, it is noted that current MOEA-based 

feature selection techniques often converge towards the center of 

the Pareto front due to inadequate selection forces.   The study 

proposes the utilization of a novel approach known as MOEA/D, 

which partitions complex multi-objective problems into smaller, 

more feasible single-objective sub-problems. Each sub-problem 

may then be addressed using an equal amount of computational 

resources.   The predetermined size of the neighborhood used by 

MOEA/D may lead to a delay in the algorithm's merging and 

reduce the effectiveness of the failure.   The paper proposes the 

Adaptive Neighbourhood Adjustment Strategy (ANAS) as a 

novel approach to improve the efficiency of multi-objective 

optimisation algorithms in order to tackle this issue.    The 

ANAS algorithm allows for adaptive adjustment of the 

subproblem neighborhood size, hence enhancing the trade-off 

between merging and variety.   In the following section of the 

study, a novel feature selection technique called MOGHHNS3/D-

ANA is introduced. This technique utilizes ANAS to expand the 

potential solutions for a particular subproblem.   The approach 

evaluates the chosen features using the Regulated Extreme 

Learning Machine (RELM) classifier on sixteen benchmark 

datasets.   The experimental results demonstrate that 

MOGHHNS3/D-ANA outperforms four commonly employed 

multi-objective techniques in terms of accuracy, precision, recall, 

F1 score, coverage, hamming loss, ranking loss, and training 

time, error.   The APBI approach in decomposition-based multi-

objective optimization focuses on handling constraints by 

adjusting penalty parameters to guide the search towards 

feasible solutions. On the other hand, the ANA approach focuses 

on dynamically adjusting the neighborhood size or search 

direction based on the proximity of solutions in the detached 

space to adapt the search process.   The proposed approach 

achieves convergence by minimizing redundancy, preserving 

diversity in the decision space, and simultaneously enhancing 

classification accuracy. 
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I. INTRODUCTION 

The increasing growth of data in fields including online 

education, healthcare, bioinformatics, and manufacturing 

makes effective information management difficult [1]. 

Characterizing the hidden knowledge hidden in the mountains 

of data requires a combination of ML and DM [2]. 

Classification is one way to organize data in a database by 

label. All classifiers are most precious by the huge feature 

size. A vital step in the classification process is feature 

selection (FS), which involves the removal of redundant or 

superfluous attributes from the dataset. [3]. the feature 

selection method takes a large dataset and chooses the most 

useful features from among it. It's not hard to complete the FS 

assignment if you already know the most important and useful 

aspects. Otherwise, it's hard to pick out what's most important 

and valuable [4]. The FS type informs the evaluation of the 

generated subset of features. Wrapper and filter are the two 

FS varieties. Filter-based FS methods perform admirably on 

big data with low computational overhead [5]. One major 

shortcoming of filter-based FS approaches is the lack of 

connections between the features and feature dependencies. A 

classifier employing the wrapper technique [6] determines the 

accuracy for each of the feature subsets chosen. Using this 

method raises computing costs for datasets with several 

attributes [7]. To minimise the selected feature selected subset 

while simultaneously increasing classification accuracy, the 

wrapper feature selection can be viewed as a multi-objective 

optimization model. [8].  

A variety of meta-heuristic optimization algorithms, such 

as Particle Swarm Optimization, Genetic Algorithm (GA), 

Bat Algorithm (BA), Whale Optimization Algorithm (WOA), 

and Grey Wolf Optimization (GWO), have been proposed as 

wrapper solutions by experts. Both PSO [9-11] and GA have 

seen extensive application in the relevant academic literature. 

Better global search results can be obtained by using single-

objective evolutionary algorithms like PSO [14] and GA [12, 

13], but these algorithms are limited in their ability to make 

use of recognized regions. If these methods aren't constrained 

to their own local maxima, they can't effectively explore the 

vast search space. While most evolutionary algorithms strive 

for early convergence, the Harris Hawks Algorithm (HHO) is 

able to meet earlier and locate the best region in the 

exploration space. Newly proposed optimization method 

HHO[16] outperforms other evolutionary algorithms in terms 

of both survey and exploitation. Both the second version of 
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the Strength Pareto based evolutionary algorithm [17] 

(SPEA2) and the third version of the non-dominated sorting 

genetic algorithm (NSGA-III) have shown to be highly 

effective MOEAs for dealing with multiple objective 

functions. In high-dimensional domains, NSGA-III, an 

enhanced version of NSGA-II, is the most popular and 

influential evolutionary algorithm. This is especially true 

when compared to SPEA-II and PESA. 

To lower error rates and eliminate unnecessary features in 

feature selection, multi-objective optimization algorithms [15] 

are advocated. An Evolutionary Algorithm with Multiple 

Goals[18,19]. Most people are interested in (MOEA/D), 

which is built on the idea of failure. Implementations of 

MOEA/D frequently employ scalarizing techniques such as 

weighted Tchebycheff (TCH) and penalty-based boundary 

intersection (PBI). Decomposition-based multi-objective 

optimization feature selection is the primary focus of this 

effort. Multi-objective optimization makes use of 

decomposition techniques like Adaptive Penalty Boundary 

Intersection (APBI) and Adaptive Neighborhood Adjustment 

(ANA). We break down each approach below. 

Adaptive Penalty Boundary Intersection (APBI) is a 

technique for handling constraints in multi-objective 

optimization problems. Using penalty functions, it converts a 

limited optimization problem into an unconstrained one. 

Penalty settings are dynamically adjusted during optimization 

based on the seriousness of constraint violations. The 

unconstrained problem is solved using the APBI[20,21] 

method, which involves iteratively adjusting the penalty 

values. Finding a set of Pareto-optimal solutions that work 

within the constraints is the goal. By adjusting the penalty 

settings, the approach makes an effort to focus the search on 

feasible subsets of the Pareto front. Using the PBI 

decomposition technique to determine the feature that 

provides stable selection pressures for the population can be 

challenging when working with complex Pareto fronts. In 

contrast, when using a reasonable value for the penalty 

parameter, the PBI function shows promising results. 

• Adaptive neighborhood adjustment is a method for 

dynamically modifying the neighbourhood size or search 

direction surrounding each solution in a multi-objective 

optimization process. It adjusts the search strategy depending 

on how closely solutions are clustered in the objective space. 

The scale of the neighborhood determines which alternatives 

are examined and which, if any, may be made better. Based 

on factors such as the number of solutions, the convergence 

rate, and the depth of exploration of the Pareto front, Adaptive 

Neighborhood Adjustment adjusts the neighborhood size. 

Equal time and effort must be devoted to both exploration and 

exploitation in order to maximize returns on investment. 

Researchers have made numerous changes and 

improvements to the MOEA/D[22] algorithm. For instance, 

Chen et al. [23] presented the reference vector guided 

evolutionary algorithm (RVEA), which modifies the 

distribution of label weight vectors in the target space given 

the current Pareto solution set. Using differential evolution 

and polynomial mutation to produce progeny, MOEA/D-DE 

[24], proposed by Huili et al., prioritizes sub-problems. 

MOEA/D-STM was developed by Li et al. [25] and relies on 

MOEA/D's stable matching model to evenly distribute 

solutions across all sub problems. Wang et al. [26] presented 

MOEA/D-GR, which uses a replacement technique to balance 

convergence and diversity in MOEA/D to solve MOPs with 

complex Pareto fronts. Yuan et al. [27] suggested MOEA/D-

DU, which use the modernized Tchebycheff function and 

weight vector vertical distance, to strike a better balance 

between meeting and diversity. The last recommendation 

offered by Zhang et al. was to use the multi-objective 

evolutionary algorithm MOEA/D-DRA, which calculates the 

function value for each sub-utility problem. 

If you want to improve your odds of evolving, maximize 

your utility function. ENS-MOEA/D was initially proposed 

by Zhao et al. [28], who studied the impact of neighborhood 

size on the effectiveness of the system. MOEA/D-DNS [29] 

by Zhou et al. improves upon some subproblems while 

mitigating others by focusing on the boundaries and near-

boundaries. The MOEA/D-DN proposal by Wu et al. [30] 

considered the resources required for each individual 

subproblem. Striking a balance between convergence and 

diversity is difficult when optimizing for multiple, distinct 

subproblems at once [31]. This is because search ability 

reduces with increasing objective dimension. This work 

proposes MOGHHNS3/D-ANA, an innovative feature 

selection method based on a wrapper. It takes advantage of 

the adaptive neighbourhood adjustment (ANA) 

decomposition process and is based on a combination of 

Multi-Objective Guided HHO and NSGA-III. 

The proposed wrapper method employs a classifier to 

evaluate the specified features. Scientists have used a wide 

variety of reliable and accurate classification methods, such as 

Naive Bayes, Decision trees, SVM, Artificial Neural 

Networks, and Convolutional Neural Networks. One such 

trustworthy and rapid learning algorithm is the Extreme 

Learning Machine (ELM) [32]. In this research, the Regulated 

Extreme Learning Machine (RELM) is used to analyze the 

selected characteristics. When applied to large, multi-labeled 

datasets, RELM may provide respectable classification 

results, which is not always the case with traditional 

classifiers [33]. The proposed MOGHHNS3/D-ANA method 

is compared to the multi-objective PSO (MO-PSO) [35], the 

multi-objective PSO with an adaptive operator selection 

mechanism (MOBGA-AOS) [34], the modified whale 

optimization algorithm (MWOA) [37], and the multi-

objective PSO (MO-PSO) [36].The key benefits of the 

proposed feature selection approach MOGHHNS3/D-ANA 

are as follows: 

 The multi-objective feature selection algorithm 

uses the ANA decomposition method to preserve 

archive variety. MOGHHNS3/D-ANA is a 

combination of the decomposition-based MO-

GHHO and the NSGA-III algorithm that boosts 

HHO performance. 

 The repository is an external archive where the 

non-dominated solutions are stored. By selecting 
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the leaders in accordance with the population 

density, a directed population archive guides the 

primary population to an accurate approximation. 

 The selected features improve the classification 

performance of the Regulated Extreme Learning 

Machine. An ensemble of ELMs, SVMs, KNNs, 

CNNs, and RELMs are used to evaluate the 

effectiveness of the proposed feature selection 

technique. 

 The suggested method is evaluated against the 

output of four well-known multi-objective 

evolutionary algorithms (MOBGA-AOS, 

BCNSG3, MO-PSO, MWOA) on a total of sixteen 

benchmark datasets.  

Sections 2 and 3 provide a thorough history of the methods 

used in the proposed strategy. The proposed MOGHHNS3/D-

ANA feature selection approach and classification strategy is 

elaborated forth in Section 4. The results and analysis of the 

experiments are presented in Section 5. The report concludes 

with several recommendations in Section 6. 

II. RELATED WORK 

Engineers and researchers use MOPs. The ideal solution 

may involve multiple competing goals. Recent MOPs have 

been solved with MOEAs [38]. Pareto dominance divides 

MOEAs into three categories: indicators [39, 41], 

decomposition [45, 46], and preference [47, 48]. Most early 

multi-objective evolutionary algorithms use Pareto 

dominance. Diego Oliva accepted the manuscript using a set-

based technique. SetGA, a genetic algorithm, added a set-

based Pareto dominance relation to NSGA-II's rapid non-

dominance sorting method to solve optimization problems 

with three or more unknown objectives [49].Liu et al. 

presented the many-objective evolutionary algorithm, which 

uses one-to-one selection [50], convergence indicators, and 

population geographical diversity. The number of solutions 

covering the Pareto Front (PF) raises exponentially with 

objective dimensions, which can decrease the algorithm's 

search capability or stagnate it as the number of non-

dominated solutions increases. Zhang et al. introduced 

MOEA/D in 2007. MOEA/D coevolves multi-objective issues 

using an aggregation function instead of Pareto dominance 

[51]. MOEA/D decreases computation complexity and 

improves convergence over Pareto-dominated. Label 

dependencies are ignored while choosing features. [52] Uses 

mutual information to value features. Mutual information is 

used to analyze labels and candidate features. Other features 

are not redundant or reliant. MDDM creates a lower-

dimensional feature space from the original space to 

maximize label-feature connections. 

The exhaustive search algorithm FOCUS [53] selects all 

feature subsets. This algorithm's comprehensive search takes 

longer on massive data. MIFS [54] classifies redundant and 

important information in supervised neural networks. Features 

with high redundancy and minimal information are redundant. 

Again, greedy searching limits MIFS [55]. [56] suggests 

supervised filter-FS. This fisher score algorithm ranks 

characteristics independently. This algorithm's selected 

characteristics are unrelated and redundant after feature 

selection. [57] Creates quick discrete and continuous FS. CFS 

[40] selected features using heuristics. [58] Suggests a 

different feature selection strategy because the target class is 

important [42]. Most target class features share information. 

This strategy increased feature size and accuracy. 

A redundancy and relevance approach is introduced. 

Conditional informative feature extraction reduces 

redundancy to improve feature set information. [60] Suggests 

Pearson correlation. The algorithm chooses subsets with the 

lowest validation error. We anticipated M nested subsets. 

Easily implemented and affordable. [61] Provides dynamic 

MI feature selection [43]. In [62], a filter-based Conditional 

Subset Assessment (CSA) method using entropy and MI was 

suggested to analyze high-dimensional datasets. Unlabeled 

features' mutual information (MI) was quantified. A BPSO 

method was proposed for MI and entropy assessment. A 

filter-based multi-objective feature selection (FS) method that 

uses entropy and MI and is compatible with SPEA2 and 

NSGAII was introduced in [63]. Additionally, [64] devised a 

filter-based CSA approach employing the generic filter 

algorithm. Most multi-objective optimization algorithms use 

NSGA. NSGAII was used to create a multi-objective FS 

framework [65]. 

[66] Introduces multi-objective selection feature for 

classification using a binary evolutionary algorithm and 

adaptive crossover operator. Altered search characteristics 

and five crossover operators are used. Every crossover 

operator's probability depends on evolution. WOA uses 

modified whale optimization. Early local optimal solution 

convergence in WOA. Combining genetic algorithm operators 

improves WOA. [67] A filter-based FS method using binary 

CSA and NSGA III is shown. Four gain ratio and mutual 

information-based multi-objective FS methods were 

proposed. They don't compare their evolutionary algorithm to 

others to see which delivers the best feature subsets. 

In numerous ways, Adaptive Neighbourhood Adjustment 

(ANA) can help multi-objective optimization's APBI 

technique overcome constraints: 

The APBI technique uses penalty functions to address 

limitations, but precise tuning is needed to balance feasibility 

and optimality. ANA adapts neighborhood size and search 

direction to limits. Without penalty parameters, constraint 

handling is flexible. 

 APBI optimizes solutions along the feasible region 

boundary to locate feasible options. However, this may 

exclude interesting Pareto front regions from solution space 

exploration. To balance exploration and exploitation, ANA 

dynamically adjusts neighborhood size. While assuring 

solution feasibility, the algorithm may search diverse Pareto 

front regions. 

 Penalty functions guide APBI to practical solutions. 

However, poorly calibrated penalty parameters may produce 

premature convergence or poor solutions. Dynamic 

neighborhood size modification using ANA enhances 

convergence. This allows finer solution exploration, which 
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may improve convergence to true Pareto-optimal solutions. 

- Handling changeable Constraint Domains: Optimization 

issues may involve changeable domain constraints. 

Predetermined penalty parameters may hinder the APBI 

technique in such cases. ANA can adapt its neighborhood size 

to changing constraint domains. Optimizers can explore 

changing viable zones and maintain feasibility with this 

adaptability. 

ANA may help the algorithm outperform APBI during 

optimization. 

 

III. PRELIMINARIES 

A.  Harris Hawks Optimizer (HHO) 

A robust HHO algorithm is developed according to Harris 

falcons’ life. Harris falcon behavior is based on the way this 

type of falcon lives and hunts in the natural environment [7]. 

Using the HHO algorithm, two exploration strategies and four 

exploitation strategies are listed in the table below. In the 

exploration stage of HHO, two strategies are used. As part of 

the exploration phase, q, a random value between 0 and 1, is 

generated to determine which approach to take. The first 

method, which is a random approach, is used to hunt close to 

one of the other falcons if q is more than or equal to 0.5; 

however, if q is less than 0.5, the second method is employed 

in Eq. (1). 

𝑋(𝑡 + 1)

= {
𝑋𝑟𝑎𝑛𝑑(𝑡) − 𝑟1|𝑋𝑟𝑎𝑛𝑑(𝑡) − 2𝑟2𝑋(𝑡)|𝑞 ≥ 0.5

(𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋𝑚 (𝑡) − 𝑟3(𝐿𝐵 + 𝑟4(𝑈𝐵 − 𝐿𝐵))𝑞 < 0.5
  

 

          (1) 

)(tX m  in Eq.(1) is calculated based on Eq.(2). 

𝑋𝑚(𝑡) =
1

𝑁
 ∑ 𝑋𝑖

𝑁
𝑖=1 (𝑡)             (2) 

An alternative well balanced search strategy between 

exploration and exploitation phases is used in the HHO 

algorithm. In the exploration phase, algorithm optimization 

operations are performed effectively and promising solutions 

are employed while the number of repetitions and 

optimization operations are increased until the optimal answer 

is reached. Eq. (3) for modeling mathematics: 

𝐸 = 2𝐸0(1 − 𝑡

𝑇
)                                             (3) 

 The algorithm starts the exploration phase if we 

considered the response is |E|≥ 1 and if the answer is |E|<1 

then we consider the algorithm starts the exploitation phase 

and the E value drops as the number of repeats increases. 

During the productivity phase, HHO uses four main tactics. 

Depending on the value of ‘E’, it uses soft besiege or soft 

besiege with progressive rapid dives techniques; if  we 

consider r < 0.5 and |E|≥ 0.5 then it will be taken as soft 

besiege with progressive rapid dives, if  we consider r < 0.5 

and |E|< 0.5  then it will be taken as  hard besiege with 

progressive rapid dives. Additionally, since the rabbit is fully 

awake at this point, it is easily able to flee, and the hawks 

have a hard time catching it, according to Eq. (4). 

𝑋(𝑡 + 1) = 𝐶(𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋(𝑡)|          (4)                                                                                

∆𝑋(𝑡) = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡  (𝑡) − 𝑋(𝑡)                           (5)  

In Eq. (4) X stands for the distance that can be obtained by 

Eq. (5), In Eq. (5), we calculate the distance from the chosen 

hawk to the rabbit and E is that distance as calculated by Eq. 

(3). The equation 𝐽 = 2(1 − 𝑟5)can be used to determine J, 

which is also the rabbit's escape energy. According to the 

mathematical model of this motion, rabbits lose their ability to 

flee and are preyed upon by hawks using Eq. (6). 

𝑋(𝑡 + 1) = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|∆𝑋(𝑡)                                           (6)  

                               According to Eq. (7), rabbits can escape 

while still being under a soft siege when E < 0.5 but r < 0.5. 

However, this strategy is more intelligent than the previous 

one. 

𝑌 = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋(𝑡)|                               (7)                                          

The two modes are compared to the existing result in Eq. 

(9) and LF stands for levy flight function which is used to 

enhance performance. 

 

𝑍 = 𝑌 + 𝑆 × 𝐿𝐹(𝐷)                                                          (8)                              

  

According to Eq. (8), levy flight is defined in the problem 

dimensions as LF(D), and random numbers between 0 and 1 

are defined as ‘S’ shown in Eq. (9). 

𝐿𝐹(𝑥) = 0.01 ×
𝑢×𝜎

|𝑣|

1
𝛽

, 𝜎 = (
(Γ(1+β)×sin(𝜋𝛽

2 )

Γ(1+𝛽
2 )×𝛽×2

(
𝛽−1

2 )
)
)

1

𝛽

         (9)                               

In Eq. (9), there is a fixed value of 1.5 for β and the random 

numbers u and v are between 0 and 1. 

 

𝑋(𝑡 + 1) = {
𝑌 𝑖𝑓 𝐹(𝑌) < 𝐹(𝑋(𝑡))   
𝑍 𝑖𝑓 𝐹(𝑍) <  𝐹(𝑋(𝑡))

       (10)                              

Eq. (6) is superior to the current solution, according to 

Eq.(7). If the answer derived using Eq. (10) seems superior to 

others, it replaces the current solution; otherwise, it is 

compared with the current solution. When _E_ 0.5 and r 0.5, a 

severe besiege is carried out before the surprise pounces to 

trap and kill the rabbit because the rabbits lack the stamina to 

flee. Eq. (7) and Eq. (8) are applied based on Eq. (10). 

In this approach, if the result of solving Eq. (7) takes the 

place of the existing solution since it is more effective. In any 

other case, if the answer derived from Eq. (8) takes the place 

of the existing solution since it is more effective. By 

modelling the behavior of Harris falcons mathematically and 

reproducing the lifestyle and hunting of this species of falcon 

in the natural environment, the HHO algorithm has developed 

a reliable algorithm. 

The approach must be explained using the symbols that are 

presented in TABLE I, along with the explanations that are 

provided for each symbol. An explanation of this algorithm is 

provided in the following paragraphs.  
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TABLE I 

HHO ALGORITHM PARAMETER’S DESCRIPTION 

DESCRIPTION 
SYMBOL 

Hawks' locations, position vectors XX i ,  

Hawk’s position 
mX

 

Position of a random hawk 
randX

 

Random numbers inside (0,1)   qrrrrr ,,,,, 54321  

Escaping energy, the initial state of energy   
0, EE
 

Position of rabbit (best agent) 
rabbitX

 

Dimension, upper and lower bounds of  
variables                                              

UBLBD ,,  

Swarm size, iteration counter, the maximum 
number of iterations 

TtN ,,  

B. NSGA-III 

The NSGA II is enhanced for optimizations with multiple 

objectives. NSGA III chooses the best solutions based on a 

reference point method rather than crowding distance as it did 

in NSGA II. The NSGA III is composed similarly to the 

NSGA II. To generate the initial population 𝑃𝑡 of size 𝑁   and 

the subsequent population 𝑄𝑡 of the same size, mutation and 

cross operators are employed. 𝑄𝑡  and 𝑃𝑡 are mutual to create 

the new population 𝑅𝑡, which has a size of 2N. The best N 

individuals are picked to demonstrate that optimal solutions 

may resist evolution. Once the initial level of non-dominated 

individuals is determined, the non-dominated solutions are 

added to 𝑆𝑡 until 𝑆𝑡  contains at least N individuals for the first 

time. The layer in this case that caused the population size to 

surpass N is 𝐹𝐿. The NSGA-III links people together and 

normalizes each aim using reference points. The line joining 

the reference point and the coordinate's origin is known as the 

reference line. If the chosen person is connected to the current 

reference point, the reference point's niche number is updated. 

A random person from 𝐹𝐿 is chosen to join 𝑆𝑡. 

The NSGA II is enhanced for optimizations with 

multiple objectives. NSGA III chooses the best solutions 

based on a reference point method rather than crowding 

distance as it did in NSGA II. The NSGA III is composed 

similarly to the NSGA II. To generate the initial population 𝑃𝑡 

of size 𝑁   and the subsequent population 𝑄𝑡 of the same size, 

mutation and cross operators are employed. 𝑄𝑡  and 𝑃𝑡 are 

combined to create the new population 𝑅𝑡, which has a size of 

2N. The best N individuals are picked to demonstrate that 

optimal solutions may resist evolution. Once the initial level 

of non-dominated individuals is determined, the non-

dominated solutions are added to 𝑆𝑡 until 𝑆𝑡  contains at least 

N individuals for the first time. The layer in this case that 

caused the population size to surpass N is 𝐹𝐿. The NSGA-III 

links people together and normalizes each aim using reference 

points. The line joining the reference point and the 

coordinate's source is known as the position line. If the chosen 

person is connected to the current reference point, the 

reference point's niche number is updated. A random person 

from 𝐹𝐿 is chosen to join 𝑆𝑡. 

C. Regulated Extreme Learning Machine (RELM) 

ELM has received a greater amount of attention in recent 

years as the supervised learning methodologies have 

progressed. When it comes to ELM, there are certain learning 

criteria that may be utilized to accomplish output weights, and 

there is no need for learning for the hidden layer. The bias 

values of single-hidden layer feed forward networks (SLFNs) 

and the parameters of input weights can be derived in a 

random fashion throughout the training process. In 

comparison to previous methods of training, the ELM has the 

potential to greatly improve both performance and the rate at 

which one learns.  Due to the efficacy of ELM, it may be 

utilized in a wide variety of applications, including face 

recognition as well as medical analysis and diagnosis. SLFNs 

are believed to be generalized versions of the ELM model, 

which does not require the hidden layer parameters to be 

tuned. It is possible to define the generalized output function 

of ELM using the equation (11) that is described below. 

 

𝑓𝐿(x) = ∑ 𝛽𝑖ℎ𝑖(𝑥)𝐿
𝑖=1  = h(x) 𝛽  (11) 

 

Between the output node and hidden layer of L nodes, the 

output weight’s vector can be expressed as given in Equation 

(12) 

𝛽 = [𝛽1, 𝛽2, … 𝛽𝐿]
𝑇        (12) 

 

With respect to input x, the output vector of the hidden layer 

can be expressed as given in Equation (13). 

 

ℎ(𝑥) = [ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝐿(𝑥)]                           (13)  

    

From input space of D-dimension to hidden layer feature map 

H of L-dimension, the dataset is mapped according to h(x). 

Here, a feature map is represented by h(x). Based on the 

Bartlett’s theory, the norm of weight is smaller and the 

network’s generalization performance is better as the feed 

forward neural network’s training error is smaller. To 

minimize output weight norm and training error, ELM model 

can be written as in Equation (14), 

 

𝑚𝑖𝑛 ‖𝐻𝛽 − 𝑇‖2 and ‖𝛽‖                     (14) 

 

 In Equation (15), the H representation of the former is the 

output matrix of the hidden layer, and it may be written in the 

same way as the previous matrix. For the purpose of enabling 

the SLFN to learn from data, numerous algorithms have been 

created. There is a reputation for the RELM's superior and 

lightning-fast performance. In accordance with the ridge 

regression theory, the RELM can be represented by utilizing 

Equation (16). 
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 𝐻𝑑 =  [

ℎ𝑑(𝑥1)

ℎ𝑑(𝑥2)

ℎ𝑑(𝑥3)
]   =   

[
 
 
 
 
ℎ𝑑1(𝑥1)       …             ℎ𝑑𝐿(𝑥1)

 .            .                  .
 .              .                .
 .                 .             .

ℎ𝑑1(𝑥𝑁)        …           ℎ𝑑𝐿(𝑥𝑁)]
 
 
 
 

                                       (15) 

 

                                                𝛽 = (
𝐼

𝜆
+ 𝐻𝑇𝐻) 𝐻𝑇𝑌          (16)  

                                                      

Where Y = H𝛽 and 𝜆 represents the regularization 

coefficient. 

IV. PROFFERED METHODOLOGY 

A. Fitness value Evaluation and Objective Function  

The primary goal of the fitness function should not be to 

maximize classification accuracy but rather to decrease 

classification error. The size of the answer is considered by 

the second fitness function. In order to assess the solutions, 

the k-nearest neighbors (k-NN) classifier is employed. With 

k-NN, n-fold cross validation is used. To determine the 

starting fitness function, one can apply the following equation 

(17). 

min (𝑓1)= (
1

𝑛
∑

𝑁𝐸𝑟𝑟𝑜𝑟

𝑁𝐴𝑙𝑙

𝑛
𝑙=1 ) × 100%  (17) 

 

Where ‘X’ is the feature, where ′𝑁𝐸𝑟𝑟𝑜𝑟′ value represents  

the number of incorrectly predicted instances and ′𝑁𝐴𝑙𝑙 ′ value 

represents as the total number of occurrences Equation can be 

used to calculate the second fitness function (18). 

 

min (𝑓2) = ∑ 𝑥𝑖
𝐷
𝑖=1     (18) 

 

Where ‘X’  is the 𝑖𝑡ℎ value in the X -feature. ‘D’ 

represents the number of original features.  

a. External Archive Updating based on ANA Strategy 

According to the DN technique provided by Wu Feng et al. 

[23], the size of the neighborhood should be determined by 

whether the sub-problem is a) the same across multiple time 

periods or b) different sub-problems at the same time. 

Adaptive neighbourhood adjustment (ANA) is advised due to 

the difficulty of solving sub-problems across many time 

periods and the requirement for varied neighbourhood sizes. 

The ability of the method to dynamically modify the neighbor 

size for each sub-problem is depicted in Fig. 2. An external 

archive is modified using a multi-objective optimization 

algorithm using the ANA (Adaptive Neighborhood 

Adjustment) method. The external repository houses the 

Pareto front approximation, a collection of high-quality, non-

dominated solutions obtained through optimization. Using a 

method called "adaptive neighborhood adjustment," methods 

based on ANA are able to keep the external archive current. 

In the repository, solutions are organized into 

"neighborhoods," each of which represents a group of similar 

solutions in objective space. By dynamically adjusting the 

size of the neighborhood and picking solutions based on 

proximity and quality, the archive is kept up-to-date.   The size 

of a neighborhood is dependent on its density, convergence 

rate, and the level of exploration thus far. This modification 

guarantees that the neighborhood completely encompasses the 

distribution of solutions in the objective space. The repository 

chooses winning strategies depending on how they compare 

to the status quo. Only non-dominated or Pareto-optimal 

solutions are included to ensure the archive remains diverse 

and representative. The ANA strategy is used to refresh the 

external archive and modify the neighborhood size to improve 

the quality and coverage of the Pareto front approximation. 

During optimization, the adaptive neural network update 

algorithm for external archives efficiently explores and 

utilizes the search space, providing a large and evenly 

distributed pool of high-quality solutions. 

. 

 

Fig 1.  Standard Neighborhood Adjustment (NA) Strategy 

 

Figure 2 illustrates how MOEA/D computes the utility of the 

objective function by aggregating the results of the sub-

problem functions. Instead of focusing on the diversity of the 

sub problems, it takes convergence into account. In an ideal 

world, each individual should only be dealing with a single 

sub-problem. There are a number of persons in the vicinity of 

them. People are used as substitutes for solutions. This causes 

time to be wasted on refining ineffective solutions to sub 

problems while ignoring effective ones. It will impede both 

the accuracy and performance of the algorithm. In the 

beginning, we are going to assume that each of the sub 

problems has the same neighborhood size, also known as the 

standard neighborhood size.  
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Ti = Tmax –Tmax * 
1

1+ 𝑒
(−8∗( 

𝑔𝑒𝑛
𝑀𝑎𝑥𝑔𝑒𝑛 )−𝛽

                                       

(19) 

Ti = Tmax –Tmax * 
1

1+ 𝑒
(−8∗( 

𝑔𝑒𝑛
𝑀𝑎𝑥𝑔𝑒𝑛 )−𝛽

∗
𝜃𝑖

𝜃𝑚𝑎𝑥
                            

(20) 

During the evolutionary process, sub-problems that lack 

people have a restricted search space, which makes it harder 

to locate good candidate solutions. These sub-problems would 

benefit from having wider neighborhoods. On the other hand, 

sub problems involving numerous individuals can frequently 

be effectively solved, although this would call for 

neighborhoods to be scaled down. We propose certain 

improvements in order to solve these difficulties and increase 

the effectiveness as well as the accuracy of the 

MOGHHNS3/D-ANA. These adjustments will assist detect 

and address poor solutions in a more efficient manner. 

 

 

Fig 2.  Adaptive Neighborhood Size Adjustment (ANA) Strategy 

We consider a person to be a component of a problem's sub-

issues if their location is near a sub-issue of that problem.   

Since this vector is identical to the sub-weight problem's 

vector, we can use it to calculate the vertical distance between 

the person and the sub-problem.   We can conclude that no 

one is participating in the sub-problem if it does not affect any 

individuals.   Right now, we're going to broaden the scope of 

our search by making our immediate neighborhood much 

larger.   On the other hand, if there isn't much of a vertical 

disparity between any one person and this sub-problem, we 

can assume that there are probably other people linked to this 

sub-problem and thereby reduce the scope of our search.   The 

NA (Neighborhood Adjustment) method is used, as shown in 

Figure 1.   To account for the population's continuous change, 

we use Eq.(19) to adjust the neighborhood scale of each sub 

problem. Figure 2 also shows how the ANA (Adaptive 

Neighborhood Adjustment) method uses Eq. (20) to change 

the neighborhood size for every generation.   You can find 

this equation in the reference [26].   In the same way that the 

differentiation parameter controls how much a sub-problem's 

neighborhood scale changes over time, the angle I between 

the weight vectors of different sub-problems and the center 

vector controls how much neighbourhood scale changes 

across different sub-problems.   Algorithm 1 provides a 

thorough explanation of this method. 

Algorithm 1. Adjusting the size of a neighborhood 

adaptively(ANA) 

Input: The largest possible number of neighborhoods -Tmax   

A group of constant reference vectors W{λ1, λ2, λ3….. λN} 

The differentiating factor-β; 

Output: T= {T1, T2, T3 …..TN} 

For gen=1 to Maxgen do 

Ti = Tmax –Tmax * 
1

1+ 𝑒
(−8∗( 

𝑔𝑒𝑛
𝑀𝑎𝑥𝑔𝑒𝑛 )−𝛽

∗
𝜃𝑖

𝜃𝑚𝑎𝑥
 

T= Ceil (Ti); 

end for 

B. The Guided HHO's method for choosing leaders 

The leaders have a vital role in directing the populace towards 

evenly distributed areas and gaining an accurate estimate of 

the genuine PF.   In order to improve the algorithm's 

efficiency, a suitable leader selection technique is 

implemented, which can be executed in following phases.  

 The crowding distance of each solution is 

calculated in the external archive.  

 Effective leader selection can enhance the 

algorithm's performance by guiding the population 

towards evenly distributed regions and providing a 

dependable prediction of the genuine Pareto front.  

 To accomplish this, follow these steps: sort the 

archive members in descending order based on 

their crowding distance, identify the topmost 

section of the archive as containing less crowded 

solutions, and randomly choose one solution from 

the predetermined upper portion of the organized 

archive to act as a leader for all solutions towards 

the least congested location. This approach ensures 

the maintenance of spread and Pareto front.  

The HHO approach begins with a random generation of 

search agents and continues with an assessment of their 

fitness.   The solutions that are not dominated are kept in a 

separate archive.   The calculation of the crowding distance 

for each solution starts the primary iteration, which begins 

once the archive is built.   The crowding distance is used to 

sort the non-dominated solutions in descending order, while 

Equations (7) and (9) are used to update the parameters.     An 

external repository containing the final Pareto front is 

produced by the approach.   The number of targets is M, and 
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the number of individuals in the external archive and primary 

population is N. 

C. NSGAIII with MOGHHO 

a.  Selection of Reference points 

It is possible to improve exploitation ability by using 

local search with Levy Flight. The reference points are 

defined via NSGA-III on a regularised hyper-plane. This 

normalised hyper-plane is inclined equally to all objectives 

and has an intercept of one on each objective axis. Equation 

can be used to compute the total reference points R for M 

objectives (21) 

𝑅 = (
𝑀 + 𝑑 − 1

𝑑
)       (21) 

Where the given integer value is represented by ‘d’.  

b. Solutions encoding 

 Each population answer represents a workable 

scaling plan for the current auto-scaling stage. Each solution 

is represented as a vector of size 3 × 𝑛,  where n is the 

number of instance categories used for auto scaling. The 

positions show the total number of on-demand instances to be 

acquired for all n instances (1, n). 

c. Crossover 

 The crossover operator is utilized to generate 

offspring encoded solutions by combining the encoded 

solutions of parent pairs. This operator is applied to all pairs, 

and it employs a crossover distribution index ′𝐷𝑐 ′ and 

probability′𝑃𝑐′. Equations (22) and (23) can be used to create 

the offspring solutions 𝑝1 and 𝑝2  from a given parent pair 

(23).  

 

𝑝1𝑖
′ =0.5[(1 + 𝐵𝑖) 𝑝1𝑖  + (1 - 𝐵𝑖) 𝑝2𝑖]   (22) 

𝑝2𝑖
′ =0.5[(1 + 𝐵𝑖) 𝑝1𝑖  + (1 - 𝐵𝑖) 𝑝2𝑖]   (23) 

 

Where, 𝑝1𝑖
′  and 𝑝2𝑖

′ are used to represent the values for the 

solutions in the ith position, 𝑝1
′  and 𝑝2

′ , respectively. the 

number i=1,...,n. The values of position ‘i’ are represented by 

𝑝1𝑖
′  and 𝑝2𝑖

′ in the solutions 𝑝1 and 𝑝2,  respectively. The term 

𝐵𝑖  is calculated using the Equation (24) and polynomial 

probability distribution. 

𝐵𝑖 = {
(2𝑢𝑖)

(
1

𝐷𝑐+1
)
,                   𝑖𝑓 𝑢𝑖 ≤ 0.5,

(
1

2(1−𝑢𝑖)
)

(1/(𝐷𝑐+1)

, 𝑖𝑓 𝑢𝑖 > 0.5
 (24) 

In this case, 𝑢𝑖 represents a random real number with the 

range [0, 1]. Where ′𝐷𝑐 ′ Serves as a representation for the 

specified non-negative real number. A big value of ′𝐷𝑐′   

permitting a focused search provides a better potential to 

produce offspring solutions that are similar to those of the 

parents. The child solutions produced by a small value of 

′𝐷𝑐 ′   permit a wide range of searches. 

d. Mutation 

NSGA-III utilizes the polynomial mutation operator to 

modify the encoded individuals obtained from the crossover 

operator. Using a mutation distribution index 𝐷𝑚 and 

mutation probability 𝑃𝑚, where ‘i’ value ranges from 1 to n, 

the mutation operator is applied to each point 'i' of the 

encoded solutions. The operator modifies the ith location of an 

encoded solution ‘p’ creating a new value  𝑝𝑖
′ based on 

Equation (25). 

𝑝𝑖
′ = {

𝑝𝑖 + 𝑑(𝑝𝑖 − 𝐿𝑖),           𝑖𝑓 𝑢𝑖 ≤ 0.5,

𝑝𝑖 + 𝑑(𝑈𝑖 − 𝑝𝑖),          𝑖𝑓 𝑢𝑖 > 0.5,
                      (25) 

 

The real number 𝑢𝑖 which is chosen at random, stands in 

for the range [0,1]. 𝑝𝑖
′ stands for the value of the ith position 

of p. 𝐿𝑖 and 𝑈𝑖, respectively, stand for the lower and upper 

boundaries of p's ith position. Equation (26) uses the 

polynomial probability distribution to calculate the value of d. 

 

𝑑 =

{
(2𝑢𝑖)

(1/(𝐷𝑚+1)) − 1,                               𝑖𝑓 𝑢𝑖 ≤ 0.5  

1 − (2(1 − 𝑢𝑖))
(1/(𝐷𝑚+1))

,                  𝑖𝑓𝑢𝑖 > 0.5
            (26) 

D. Computational Complexity 

The term "computational complexity" refers to the amount  

of resources needed to systematically apply an algorithm to 

solve a particular type of problem. In this context, 

computational time denotes the time taken to identify the 

optimal characteristics. The proposed method has a 

computational cost of O(mn2), where n represents the size of 

the population and m represents the number of chosen 

features. Computing the model parameters gets simpler as the 

computational cost of a model lowers with the amount of 

characteristics. It is also possible to reduce the amount of data 

storage that is required in order to store the properties of the 

model. Detailed explanation of the pseudo-code for the 

suggested method may be found in Algorithm 2. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Datasets Description 

The suggested feature selection strategy is tested on sixteen 

datasets from the UCI Machine Learning Library 

[68].TABLE I provides a description of the datasets. 

B. Pre-processing  

The suggested method's first step is data pre-processing. A 

simpler and more useful representation is created out of the 

raw data. The data is normalised using the min-max method. 

The normalisation method can reduce training time. The 

dataset is normalised using Equation (27). 

𝑋𝑛𝑜𝑟𝑚 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                         (27) 

Where 𝑋𝑚𝑖𝑛 and 𝑋𝑚𝑎𝑥  for the least and maximum 

values of each feature, respectively. 
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Algorithm 2. Pseudo code for MOGHHNS3/D-ANA algorithm 

Initialize the main parameters N, 𝑁, 𝛽, C 

Generate a newly-formed population randomly within the range of 0 to 1.  

Initialize the Archive Ar.  

While t is less than or equal to 𝑡𝑚𝑎𝑥,  

                   Update Equation (6) to incorporate the decreasing factor.  

For each solution in Ar, 

                   Update the Archive using the Adaptive Neighborhood Adjustment Strategy  //ANA 

                   Sort out the archive members in ascending order (𝑃0
̅̅ ̅) 

Set 𝑃𝑡 = 𝑃0 ∪ 𝑃0
̅̅ ̅ 

.                  Calculate the fitness of each feature (𝑃�̅�)  in 𝑃𝑡+1
̅̅ ̅̅ ̅̅   

 If ‘r’ is less than 0.5,  

                  𝑃𝑡+1
̅̅ ̅̅ ̅̅   Position updated using Equation (7)                                    //Guided HHO 

Else,  

                  𝑃𝑡+1
̅̅ ̅̅ ̅̅   Position updated using Equation (9).  

End if.  

End for.  

Select candidates for the NSGA-III.                                                                          //NSGA-III 

Apply the crossover and mutation methods.  

End while. When the stop criteria are met, terminate the process.  

Select the desired features and return them.  

End.  

End. 

TABLE II 
DATASET DESCRIPTION 

S. 

N

O 

DATASETS NO. OF 

INSTANCES 

FEATU

RES 

CLASSE

S 

1 Dermatology 366 35 6 

2 Glass 214 10 6 

3 Audiology 226 70 24 

4 Waveform 5000 41 3 

5 Zoo 101 16 7 

6 Vehicle 846 18 4 

7 Mnist 70000 780 10 

8 Covtype 581012 54 7 

9 Letter 20000 16 26 

10 Pendigits 10992 17 10 

11 Iris 150 4 3 

12 Daily Sports 9120 5625 19 

13 Vowel 990 14 11 

14 SEMG 3000 2500 6 

15 Seeds 210 7 3 

16 Satimage 6430 36 6 

C. Parameter Settings  

 The optimization parameters for the proposed feature 

selection technique are detailed in Table II. The table also 

includes the parameters of other feature selection methods 

used for comparison. 

 
TABLE III 

COMPARATIVE OPTIMIZATION ALGORITHMS PARAMETERS 

 

METHOD PARAMETER 

 MOGHHNS3/D-ANA No of Harris falcons : ‘N’ = 50 

𝛽 =6 and C=2 

Mutation rate=1/N 

Neighborhood Size T=0.1*1/N 

NS pool T= {0.5* T,T,1.5*T} 

number of update neighborhood’s 

solutions - nr =0.01*N 
MOBGA-AOS Crossover = 0.69, 

LP=5,M=2. 

Mutation  = 0.05, 

Q=5. 
MWOA C = 0.6, 

Mutation rate = 0.05 
MO-PSO 𝑤𝑚𝑖𝑛= 0.4 

𝑤𝑚𝑎𝑥= 0.9 
BCNSG3 𝛽 = 0.6, 

Crossover = 0.5 

 

D. Performance Measures  

The suggested feature selection (FS) method is evaluated 
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using the IGD measure, and its evaluation includes the 

calculation of the standard deviation and means values. 

Additionally, the accuracy, hamming loss, and ranking loss, 

recall, precision, F1 score are used to assess how well the 

suggested feature selection method works. 

Accuracy: The accuracy of the measurement is calculable by 

applying Equation (28). 

Accuracy Performance= 
1

|𝑍|
∑

|𝛾𝑖∩𝑃𝑖|

|𝛾𝑖∪𝑃𝑖|

|𝑍|
𝑖=1                       (28) 

Precision: The precision of the measurement is calculable by 

applying Equation (29). 

Precision Value =  
1

|𝑍|
∑

𝛾𝑖∩𝑃𝑖

|𝑃𝑖|

|𝑍|
𝑖=1          (29) 

Recall: The recall of the measurement is calculable by 

applying Equation (30). 

Recall value =  
1

|𝑍|
∑

𝛾𝑖∩𝑃𝑖

|𝛾𝑖|

|𝑍|
𝑖=1          (30) 

F1 score: The F1 Score of the measurement is calculable by 

applying Equation (31). 

𝑚𝑖𝑐𝑟𝑜 𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2×∑ ‖𝛾𝑖

′∩𝛾𝑖‖
|𝑍|
𝑖=1

∑ ‖𝛾𝑖‖
|𝑍|
𝑖 +∑ ‖𝛾𝑖

′‖
|𝑍|
𝑖

               (31) 

Hamming loss Calculation: The hamming loss of the 

measurement is calculable by applying Equation (32). 

𝐻𝑙𝑜𝑠𝑠(𝑍) =
1

|𝑍|
∑

1

|𝐿|
|𝛾𝑖 ⊕ 𝑃𝑖|

|𝑍|
𝑖=1                   (32) 

Ranking loss Calculation : The r used to assess how well the 

suggested feature selection method works. ranking loss of the 

measurement is calculable by applying Equation (33) 

𝑅𝑙𝑜𝑠𝑠(𝑍) =
1

|𝑍|
∑

|{(𝑎,𝑏)𝑎∈𝛾𝑖,𝑏∈𝛾�̅�,𝜑𝑖,𝑎≤𝜑𝑖,𝑏}|

|𝛾𝑖||𝛾�̅�|

|𝑍|
𝑖=1                           (33) 

To obtain the set of projected labels for an instance "i", the 

intersection of 𝛾𝑖 and 𝛾𝑖
′ prime" is calculated and represented 

by the symbol "∩" and denoted as 𝜑𝑖. The number of labels in 

the multi-label dataset can be denoted by |𝐿|.   The dataset 

itself possibly represented as Z={(𝑍𝑖 , 𝛾𝑖)|1 ≤ 𝑖 ≤ |𝑍|}, where 

𝑍𝑖 ,  indicates an instance 𝛾𝑖 ∈ 𝐿 represents the subset of 

labels associated with that instance. It is assumed that the 

predicted label subsets are symmetric to the true label set and 

are represented by the symbol ⊕. The set of labels predicted 

by a classifier for instance ‘i’ is represented as 𝑃𝑖   . 

E. Experimental Results 

The performance of the suggested MOGHHNS3/D-ANA 

strategy for feature selection is shown to be superior to that of 

competing methods, as shown in Figure 4. This is the case 

across all sixteen datasets.   The optimal size of the feature 

subset is signified along the x-axis, while the classification 

error is shown along the y-axis.   According to the results of 

the Pareto front, the method that was suggested performs 

better than any other strategy in terms of reducing the number 

of classification errors across all sixteen datasets.  

Figure 3 examines the differences and similarities between 

the IGD values of the ANA, APBI, Tchebycheff (TCH), 

MOBGA-AOS, MWOA, MO-PSO, and BCNSG3 algorithms. 

Penalty-based boundary intersection (PBI) and TCH are two 

scalarizing functions that are frequently utilized, and this 

comparison is carried out utilizing both of them.   The 

creation of a wide variety of solutions is encouraged by higher 

values of the scalarizing function, whilst the convergence 

towards optimal solutions is facilitated by using smaller 

values.   Under conditions in which the parameter falls within 

the range of 0 to 1, the ANA method demonstrates its highest 

level of performance. Multiple sample points, specifically 

1000, 2000, 3000, 4000, and 5000 generations, were used to 

evaluate its performance across a range of generations. When 

the values of the scalarizing function increase, the ANA 

technique moves away from the estimated nadir point. This is 

in contrast to the TCH and PBI approaches, which use the 

estimated ideal point as a reference and converge solutions 

towards it.   All aspects of performance are tested, and the 

ANA algorithm displays superior performance when 

compared to the TCH algorithm. On the other hand, when 

confronted with a large number of targets, WS arises as a 

more competitive alternative.   Furthermore, when the 

objective number is between 0 and 1, ANA outperforms APBI 

in terms of performance, and the superiority of ANA becomes 

even more evident as the objective number increases.   Across 

all sixteen datasets, the ANA approach displays improved 

performance in comparison to MOBGA-AOS, MWOA, MO-

PSO, and BCNSG3, which ultimately results in a higher 

score.  

The results of the comparison are presented in Figure 4, 

which depicts the comparison between the length of the 

selected attributes and that of the existing techniques. Figure 4 

also illustrates the characteristics of the selected attributes.   It 

is possible that the implementation of the reduced feature 

selection method will result in an improvement in both the 

speed at which the classifier is trained and the accuracy of the 

classification.   It is desirable to employ a technique that 

involves a smaller number of selected qualities in order to 

obtain a better level of precision. This is because it is more 

likely to produce accurate results.   This is demonstrated in 

Figure 4, which shows that the suggested method makes use 

of a smaller number of features selected in a manner that is 

consistent across all sixteen examples.   It is advised that the 

approach be used for the SEMG dataset since it has a 

maximum feature length of 225, which is a value that is 

shorter than the feature lengths of the strategies that came 

before it. 
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Fig 3.  Pareto front analysis on all Datasets  (a)Dermatology (b) Audiology (c) Zoo dataset  (d) Glass (e) Waveform (f) Vehicle (g) Covtype (h) Letter (i) Mnist 

(j) Pendigits (k) Iris (l) Vowel (m) Seeds (n) DailySports (o) SEMG (p) Satimage 
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The BCNSG3 algorithm had the highest value of 232 for 

the selected qualities, followed by MO-PSO (283), MO-BGA-

AOS (286), and MWOA (228).   The suggested method 

chooses fewer features than previous methods.   This suggests 

that the described method may be more precise. The 

MOGHHNS3/D-ANA approach evaluates all sixteen datasets 

using the IGD metric.   We may evaluate the recommended 

method's dispersion and convergence using the IGD.   

Accuracy increases with IGD values below 0.   Fig. 5(a) and 

Fig.5(b)  shows the analysis of Standard Deviation value and 

Mean value on different Datasets.   The MOGHHNS3/D-

ANA method beats MOBGA-AOS, MWOA, BCNSG3, and 

MO-PSO.   The suggested feature selection method reduced 

standard deviations and mean values for all sixteen datasets 

when related to alternative methods.   The recommended 

technique uses fewer attributes to improve accuracy with less 

effort.    The current MOBGA-AOS, MWOA, BCNSG3, and 

MO-PSO algorithms determine the Standard Deviation values 

for 16 datasets in TABLE IV.   Current approaches show 16 

datasets in TABLE V.  
 

 

TABLE IV 
COMPARATIVE EVALUATION OF STANDARD DEVIATION 

Datasets Proposed 

Method 

MWOA MO-PSO BCNSG3 MOBGA-

AOS 

Dermatology 0.0082 0.00951 0.0112 0.00992 0.01033 

Audiology 0.0004 0.0008 0.0018 0.0013 0.0016 

Zoo 0.0274 0.0326 0.0432 0.0357 0.0397 

Glass 0.01529 0.01562 0.01998 0.01795 0.01918 

Waveform 0.01206 0.01286 0.01437 0.01317 0.01325 

vehicle 0.00405 0.00427 0.00457 0.00438 0.00447 

Covtype 0.00582 0.00613 0.00687 0.00635 0.00658 

letter 0.00567 0.00592 0.00625 0.00607 0.00613 

mnist 0.00749 0.00768 0.00795 0.00772 0.00787 

Pendigit 0.0057 0.0067 0.0085 0.0073 0.0078 

iris 0.0003 0.0007 0.0018 0.0013 0.0017 

Vowel 0.00276 0.00287 0.00335 0.00298 0.00305 

Seeds 0.00245 0.00258 0.00285 0.00267 0.00278 

Daily  and 

Sports 

Activities 

0.0053 0.0067 0.0073 0.0073 0.0075 

SEMG 0.04531 0.04642 0.04796 0.04715 0.04744 

Satimage 0.001313 0.001498 0.001775 0.001547 0.001683 

 

Fig 4. Comparison for Selected features 
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(a) Standard deviation 

 

 
 

 

b) Mean Value 
Fig 5. (a) Standard deviation and  b) mean value –Radar Graphs 
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TABLE V 

COMPARATIVE EVALUATION OF MEAN VALUE 

 

Datasets 
Proposed 

MWOA MO-PSO BCNSG3 
MOBGA-

AOS Method 

Dermatology 0.05831 0.06078 0.0627 0.06124 0.0619 

Audiology 0.00967 0.01082 0.0132 0.01156 0.0128 

Zoo 0.03885 0.03954 0.04357 0.04152 0.04264 

Glass 0.04262 0.04632 0.0501 0.04885 0.04974 

Waveform 0.29815 0.30456 0.34586 0.32797 0.33453 

vehicle 0.04102 0.04182 0.04463 0.04259 0.04387 

Covtype 0.09551 0.09754 0.10452 0.09837 0.09971 

letter 0.03135 0.03248 0.03679 0.03353 0.03532 

mnist 0.16071 0.16345 0.16658 0.16448 0.16524 

Pendigit 0.1734 0.1769 0.1804 0.1782 0.1796 

iris 0.01452 0.01579 0.01824 0.01624 0.01763 

Vowel 0.11247 0.11356 0.11683 0.11421 0.11542 

Seeds 0.01152 0.01258 0.01593 0.01379 0.01437 

Daily and 

Sports 0.13681 0.13827 0.14068 0.13843 0.13984 

Activities 

SEMG 0.17895 0.17945 0.18248 0.18042 0.18163 

Satimage 0.02245 0.024824 
0.02912

4 
0.026439 

0.02821

3 

Fig.6 illustrates that hamming and ranking loss values of 

all feature selection algorithms like MWOA, BCNSG3, MO-

PSO, MOBGA-AOS, MOGHHNS3/D-ANA box plots. Upper 

and top percentiles of 0.61 and 0.61 for the suggested 

technique indicate minimal hamming and ranking losses. 

However, existing approaches have upper quartile values 

from 0.67 to 0.79, therefore the box plot's lowest value fits the 

suggested method. With smaller box median lines (0.04) and 

median lines (0.031), the recommended method outperforms 

earlier methods in ranking and hamming loss. Box plots show 

no outliers because all methods perform similarly. Reduce 

hamming and ranking losses to improve feature selection. 

Boxplots show data stability. Splitting the data evenly, the top 

half median is the third quartile. Check box lengths or 

interquartile ranges to see how samples distribute data. 

Shorter boxes have less data volatility, but longer boxes bias 

data. Boxes dictate numbers of data points per group. It is 

common practice to scale the box width to the standard error, 

which is equal to the square root of the data points. Notate the 

points for each group next to their names if the width of the 

box is not known.   

Fig 6.  Box plot analysis of Ranking loss and hamming loss

 

 
(a)  Ranking loss 

 

 
(b) Hamming Loss 

 

IAENG International Journal of Applied Mathematics

Volume 54, Issue 5, May 2024, Pages 917-935

 
______________________________________________________________________________________ 



Fig. 7 compares the proposed approach to existing methods 

in accuracy, precision, recall, F1 score, coverage error, and 

runtime. As shown in Fig 7. (a), the suggested technique has a 

coverage error upper percentile of 1.72, lower than MOBGA-

AOS, MWOA, MO-PSO, and BCNSG3 algorithms, which 

range from 1.91 to 1.98. The proposed method has the lowest 

upper quartile value in the box plot and a lower median line 

(1.1) than previous methods. From Fig. 7(b), which compares 

the proposed method to the Zoo dataset, the recommended 

method has 100% accuracy. Compares box plot analysis 

accuracy across all datasets to other approaches. The box 

plot's top quartile value for the suggested approach is 100%, 

higher than MOBGA-AOS, MWOA, MO-PSO, and BCNSG3 

algorithms' 99.5% to 99.8%. The proposed method also offers 

a higher median box line (98%) than previous methods. See 

also Fig. 7. (c),(d),(e) demonstrate how the proposed 

technique beats existing strategies in precision, F1 score, and 

recall. The box plot shows that all approaches perform better 

on average. The proposed strategy outperforms existing 

methods in runtime, coverage error, F1 score, accuracy, and 

precision.

 
(a) Box plot analysis -Coverage Error  

 
(b) Accuracy Performance 

 
(c) Box plot analysis -F1 score   

(d)  Box plot analysis -Precision 

 
(e) Box plot analysis -Recall 

 
(f)   Graph for  Computational complexity 

 

 

 
Fig 7.  Box plot analysis is used to compare performance
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Fig.7.(f) represents the computational complexity of  

proposed algorithm MOGHHNS3/D-ANA compared with 

different  existing algorithms using box plot analysis. 

MOGHHNS3/D-ANA takes 425.7 seconds, MOBGA-AOS 

and MWOA 535.8 seconds, MO-PSO 621.7 seconds, MO-

SG3 785.3 seconds, and BCNSG3 864.2 seconds. The 

suggested feature selection method computes 13.31 seconds 

longer than previous methods. Calculation delay is in seconds. 

This proves that the suggested feature selection method may 

work with smaller features and still get good results. See how 

the suggested feature selection method stacks up against 

RELM, SVM, KNN, CNN, and an ensemble of ELMs in 

terms of accuracy and training time in Fig. 8 [69]. RELM is 

less accurate than ELM ensembles. The ensemble of ELMs is 

more accurate than RELM but takes longer to train. 

 

 

 
 

Fig 8. Comparison of classifier Accuracy 

VI. CONCLUSION 

This study uses the MOGHHNS3/D-ANA and the Multi 

Objective Guided Harris Hawks Algorithm, a novel feature 

selection approach based on wrapper method that updates the 

archive using the adaptive neighborhood adjustment (ANA) 

decomposition method, to optimize MOEA performance. A 

guided population archive selects leaders based on density to 

approximate the primary population more accurately. We 

assessed MOGHHNS3/D-ANA on sixteen benchmark 

datasets for precision, F1 score, accuracy, ranking loss, recall, 

hamming loss, training duration, and coverage error. 

Compared to popular FS methods, our method enhanced 

classification accuracy, feature selection redundancy, variety, 

and convergence rate. It takes longer than other ways but is 

better. The suggested technique includes computational 

complexity, parameter sensitivity, difficulties handling 

disconnected Pareto fronts, limited adaptability for dynamic 

environments, and no diversity preservation. Our multi-

objective feature selection approach will be used to test these 

constraints in future work. 
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