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#### Abstract

This paper studies the single-index varyingcoefficient quantile model with missing covariates at random. Firstly, some estimators of index parameters and their corresponding linkage function are given by using the inverse probability weighting method for missing data in two cases including parameter estimation and non-parametric estimation for the single-index varying-coefficient quantile regression model. In particular, the latter case focuses on the study of both known and unknown probability functions. Secondly, the established estimators are proved to be asymptotic normal under some suitable regularity conditions. Finally, the simulation studies are conducted to demonstrate the finite sample performance of the proposed method.
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## I. Introduction

A$S$ an important semi-parametric model with index items, single-index varying-coefficient model (SIVCM) is proposed firstly by Xia and Li [1]. This model immediately attracted the attention of many scholars upon its proposal. This is because of its two main advantages: one is that it has the explanatory power like some parametric models, another is that it can avoid the curse of dimensionality.

The SIVCM follows the general form:

$$
\begin{equation*}
Y=\eta^{T}\left(\alpha^{T} X\right) G+\varepsilon \tag{1}
\end{equation*}
$$

where $Y$ is the response variable, $X \in R^{p}$ and $G \in R^{d}$ are $p$-dimensional and $d$-dimensional covariates, respectively. $\eta(\cdot)=\left(\eta_{1}(\cdot), \cdots, \eta_{d}(\cdot)\right)^{T}$ is a $d$-dimensional unknown cofficient function vector, and $\alpha$ is the $p$-dimensional unknown parameter vector. Generally, the first component of $G$ always be taken as 1 . And for the sake of identifiability [2], we assume that $\|\alpha\|=1$ and the first component of $\alpha$ is positive. The $\|\cdot\|$ denotes the Euclidean norm, and $\varepsilon$ is a random error independent of $(X, G)$.

Model (1) is so flexible that statistical inference about it has received lots of attentions in literatures. For example, Xue and Wang [3] discussed SIVCM by empirical likelihood method. Huang, et al [4] proposed a procedure for model structure selection in the framework of the SIVCM. Zhao, et

[^0]al [5] discussed a robust and effective estimation procedure for SIVCM by combining minimum average variance estimation (MAVE) with exponential squared loss. Other work about SIVCM can be seen in [6]-[7].

However, the models mentioned above based on mean regression are not robust against the outliers. Koenker and Bassett [8] proposed quantile regression that can effectively overcome the impact of outliers and non-normal error. Recently, Kuruwita [9] disscussed the variables selection of the single-index quantile regression model with high dimensional covariates. And Xu , et al [10] considered the single-index quantile regression under left truncated data. For more work about single-index varying-coefficient quantile regression (SIVCQR), see [11]-[13].

In addition, missing data is a common issue in social, economic and biomedical studies. To overcome the impact of missing data on estimation results, scholars have proposed some methods such as complete case (CC) analysis, inverse probability weighting (IPW), imputation methods and so on. For model (1) with missing data at random, there have been many researches to concern the estimation for this model by using the inverse probability weighting (IPW) methods. For example, Zhao [15] discussed the estimation of model (1) and used IPW to construct a weighted estimator for the index parameters with missing covariates. Song, et al [16] investigated the robust variable selection for SIVCM and adopted the IPW method to eliminate the potential bias. We also can get robust estimation based on IPW in other models with missing data, such as [17]-[19]. Thus, this paper will adopt IPW to handle the single-index varying-coefficient quantile regression model (SIVCQRM) with missing covariates at random.

In this paper, parameter estimators and non-parametric estimators are proposed for the SIVCQRM with random missing covariates by using several methods including quantile regression $(\mathrm{QR})$ with known selection probability, nonparametric quantile regression (NQR) and parameter quantile regression ( PQR ) with unknown selection probability, and their asymptotic properties are established under some regularity conditions. Further, the finite sample performance of the proposed method are demonstrated by the simulation studies.

The rest of this paper is organized as follows. In Section II, QR based on IPW utilizes local linear methods, kernel estimation and maximum likelihood estimation respectively under different conditions of SIVCM to obtain the corresponding nonparameter estimators and parameter estimators. The asymptotic properties of established estimators are proved in Section III. The simulation studies are conducted to demonstrate the finite sample performance of the proposed
method in Section IV. The article is briefly discussed and summarized in the Section V.

## II. Estimation

Let $V_{i}=\left(Y_{i}, G_{i}\right)^{T}$. Assume that $X_{i}$ is missing at random, which means the selection probability

$$
\begin{equation*}
P\left(\delta_{i}=1 \mid Y_{i}, X_{i}, G_{i}\right)=P\left(\delta_{i}=1 \mid V_{i}\right)=\pi\left(V_{i}\right), \tag{2}
\end{equation*}
$$

where $\delta_{i}=0$ if $X_{i}$ is missing, otherwise $\delta_{i}=1$.
Theoretically, when selection probability function $\pi(\cdot)$ is known the QR estimators of $\hat{\alpha}$ can be defined as

$$
\begin{equation*}
\hat{\alpha}=\underset{\|\alpha\|=1, \alpha_{1}>0}{\arg \min } \sum_{i=1}^{n} \frac{\delta_{i}}{\pi\left(V_{i}\right)} \rho_{\tau}\left[\left(Y-\eta^{T}\left(\alpha^{T} X\right) G\right)\right] \tag{3}
\end{equation*}
$$

if $\eta(\cdot)$ is known, where $\rho_{\tau}(v)=v\left(\tau-I_{(v<0)}\right)=\tau v-$ $v I_{(v<0)}$ is the loss function.

Suppose that $\left\{x_{i}, g_{i}, y_{i}\right\}_{i=1}^{n}$ are independent identically distributed samples from $(X, G, Y)$. For $k=1,2, \cdots, d$, $\eta_{k}(\cdot)$ can be approximated linearly if $\eta(\cdot)$ is unknown. When $t$ in a neighborhood of $\alpha^{T} x_{i}$,

$$
\begin{aligned}
\eta\left(\alpha^{T} x_{i}\right) & =\eta_{k}(t)+\eta_{k}^{\prime}(t)\left(\alpha^{T} x_{i}-t\right) \\
& =a_{k}+b_{k}\left(\alpha^{T} x_{i}-t\right)
\end{aligned}
$$

where $a_{k}=\eta_{k}(t), b_{k}=\eta_{k}^{\prime}(t)$. Then the objective function in (3) can be rewritten as

$$
\begin{align*}
\sum_{i=1}^{n} \frac{\delta_{i}}{\pi\left(V_{i}\right)} \rho_{\tau}\left(y_{i}-\mathbf{a} g_{i}-\right. & \left.\mathbf{b} g_{i}\left(\alpha^{T} x_{i}-t\right)\right)  \tag{4}\\
& \times J\left(\frac{\alpha^{T} x_{i}-t}{h}\right)
\end{align*}
$$

where $\mathbf{a}=\left(a_{1}, a_{2}, \cdots, a_{d}\right), \mathbf{b}=\left(b_{1}, b_{2}, \cdots, b_{d}\right), J(\cdot)$ is the kernel function and $h$ is the bandwidth. By averaging $t$, one can get the empirical approximation of (4)

$$
\begin{equation*}
\sum_{j=1}^{d} \sum_{i=1}^{n} \frac{\delta_{i}}{\pi\left(V_{i}\right)} \rho_{\tau}\left(y_{i}-\mathbf{a} g_{i}-\mathbf{b} g_{i} \alpha^{T}\left(x_{i}-x_{j}\right)\right) \omega_{i j} \tag{5}
\end{equation*}
$$

where

$$
\begin{gathered}
w_{i j}=\frac{J_{h}\left(\alpha^{T} x_{i}-\alpha^{T} x_{j}\right)}{\sum_{l=1}^{n} J_{h}\left(\alpha^{T} x_{l}-\alpha^{T} x_{j}\right)}, \\
J_{h}(\cdot)=J(\cdot / h) / h
\end{gathered}
$$

Then it follows form (3) and the above formulations that the quantile regression estimator of SIVCM is defined by

$$
\begin{align*}
(\hat{\alpha}, \hat{\mathbf{a}}, \hat{\mathbf{b}}) & =\underset{\|\alpha\|=1, \alpha_{1}>0}{\arg \min } \sum_{j=1}^{d} \sum_{i=1}^{n} \frac{\delta_{i}}{\pi\left(V_{i}\right)} \\
& \times \rho_{\tau}\left(y_{i}-\mathbf{a} g_{i}-\mathbf{b} g_{i} \alpha^{T}\left(x_{i}-x_{j}\right)\right)  \tag{6}\\
& \times J\left(\frac{\alpha^{T} x_{i}-\alpha^{T} x_{j}}{h}\right),
\end{align*}
$$

when selection probability function $\pi(\cdot)$ is known.
However, the selection probability function $\pi(\cdot)$ is often unknown in many cases. Thus it is necessary to estimate the function $\pi(\cdot)$. We often use nonparametric smoothing estimation approaches to estimate the unknown selection
probability function. As a common method, the NadarayaWatson estimator of $\pi(v)$ can be defined as

$$
\begin{equation*}
\hat{\pi}(v)=\frac{\sum_{i=1}^{n} \delta_{i} L_{h}\left(V_{i}-v\right)}{\sum_{i=1}^{n} L_{h}\left(V_{i}-v\right)} \tag{7}
\end{equation*}
$$

where $L_{h}(\cdot)=L(\cdot / h) / h$ is a kernel function, and $h$ is the bandwidth. Hence the NQR estimator with $\hat{\pi}(v)$ is defined as

$$
\begin{align*}
\left(\hat{\alpha}_{N}, \hat{\mathbf{a}}_{N}, \hat{\mathbf{b}}_{N}\right) & =\underset{\|\alpha\|=1, \alpha_{1}>0}{\arg \min } \sum_{j=1}^{d} \sum_{i=1}^{n} \frac{\delta_{i}}{\hat{\pi}\left(V_{i}\right)} \\
& \times \rho_{\tau}\left(y_{i}-\mathbf{a} g_{i}-\mathbf{b} g_{i} \alpha^{T}\left(x_{i}-x_{j}\right)\right)  \tag{8}\\
& \times J\left(\frac{\alpha^{T} x_{i}-\alpha^{T} x_{j}}{h}\right)
\end{align*}
$$

where $\hat{\alpha}_{N}$ is called NQR estimator of $\alpha$ with $\hat{\pi}(v)$.
On the other hand, nonparametric estimation may encounter the curse of dimension when the dimension of $V_{i}$ is too high. As a result, the parameter method can be used to get the estimator of $\pi(\cdot)$. Supposing that $\pi(v)=\pi(v, \omega)$ for function $\pi(\cdot, \omega)$, where $\pi(\cdot)$ is a known function, and $\omega$ is an unknown parameter. Assume

$$
\begin{equation*}
\pi(v, \omega)=\frac{\exp \left(v^{T} \omega\right)}{1+\exp \left(v^{T} \omega\right)} \tag{9}
\end{equation*}
$$

when $\pi(v, \omega)$ is specified correctly, the estimator $\hat{\omega}$ can be obtained by maximum likelihood estimation (MLE). Then the PQR estimators of SIVCM can be defined as

$$
\begin{align*}
\left(\hat{\alpha}_{P}, \hat{\mathbf{a}}_{P}, \hat{\mathbf{b}}_{P}\right) & =\underset{\|\alpha\|=1, \alpha_{1}>0}{\arg \min } \sum_{j=1}^{d} \sum_{i=1}^{n} \frac{\delta_{i}}{\pi\left(V_{i}, \hat{\omega}\right)} \\
& \times \rho_{\tau}\left(y_{i}-\mathbf{a} g_{i}-\mathbf{b} g_{i} \alpha^{T}\left(x_{i}-x_{j}\right)\right)  \tag{10}\\
& \times J\left(\frac{\alpha^{T} x_{i}-\alpha^{T} x_{j}}{h}\right)
\end{align*}
$$

where $\hat{\alpha}_{P}$ is called PQR estimator of $\alpha$ with $\pi\left(V_{i}, \hat{\omega}\right)$. The objective function in optimization problems is convex, and the resulting PQR estimators are uniquely defined.

## III. ASYMptotic properties

The asymptotic properties will be established in this section for the proposed estimators. Above all, some regularity conditions will be introduced in the following.

A1. The kernel $J(\cdot)$ is a symmetric density function with finite support.

A2. In a neighborhood of $\alpha_{0}$, the density function of $\alpha^{T} X$ is positive and uniformly continuous for $\alpha$. Further the density of $\alpha_{0}{ }^{T} X$ is continuous and bounded away from 0 and $\infty$ on its support.

A3. $\eta_{0}(\cdot)$ is a continuous function which has bounded second derivative.
A4. The model error $\varepsilon$ has a symmetric distribution with a positive density $f(\cdot)$.
A5. $A_{1}(t)$ is non-singular for all $t \in \Omega$ and $C_{1}$ is positive definite.

A6. The selection probability function $\pi(v)$ is positive and has a bounded continuous second derivative on the support of $(Y, G)$.

A7. The MLE $\hat{\omega}$ of $\omega$ is root- $n$ consistent and satisfying the regularity conditions of asymptotic normality.

Conditions (A1)-(A5) are standard conditions and is commonly used in quantile regression, see $\mathrm{Wu}[20]$. And (A6) is a indispensable condition for analyzing missing data, (A7) is a regular condition for MLE.

Lemma1[21]. Assuming that $A_{n}(s)$ is convex and can be expressed as $\frac{1}{2} s^{T} V s+U_{n}^{T} s+C_{n}+r_{n} s$, where $V$ is symmetrically positive definite, $U_{n}$ is randomly bounded, $C_{n}$ is arbitrary, and $r_{n} s$ approaches 0 with probability for every $s$, then the least of $A_{n}(s)$ is $\alpha_{n}$ only $o_{p}(1)$ away from the minimization of $\frac{1}{2} s^{T} V s+U_{n}^{T} s+C_{n}$ is $\alpha_{n}=-V^{-1} U_{n}$.

Lemma2[22]. Let $\left(X_{1}, Y_{1}\right), \cdots,\left(X_{n}, Y_{n}\right)$ be independent and identically distributed (i.i.d) random vectors, where the $Y_{i}$ 's are scalar random variables. Suppose that $E\left|Y_{i}\right|^{3}<\infty$ and $\sup _{x} \int|y|^{s} \varphi(x, y) d y<\infty$, where $f(\cdot, \cdot)$ represents the density of $(X, Y)$. Let $J(\cdot)$ be a bounded positive function with a bounded support, satisfying the Lipschitz condition. Then

$$
\begin{aligned}
& \sup _{x}\left|\frac{1}{n} \sum_{i=1}^{n}\left\{J_{h}\left(X_{i}-x\right) Y_{i}-E\left[J_{h}\left(X_{i}-x\right) Y\right]\right\}\right| \\
& \left.=O_{p}\left(\ln ^{\frac{1}{2}}(1 / h) / \sqrt{n h}\right)\right)
\end{aligned}
$$

as $n^{2 \epsilon-1} h \rightarrow \infty$ for $\epsilon<1-s^{-1}$.
Let $F(\cdot)$ and $f(\cdot)$ be the cumulative distribution function and density function of model error respectively. Using $f_{t}(\cdot)$ to represent the marginal density function of $T=\alpha_{0}^{T} X$. We select $J(\cdot)$ as the symmetric density function, denoted as $\mu_{j}=\int t^{j} J(t) d t, v_{j}=\int t^{j} J^{2}(t) d t$. The asymptotic normality of $\hat{\eta}=\hat{\eta}(t ; h, \hat{\alpha})$ and $\hat{\alpha}$ are stated in the following theorems.

Theorem 1. Assume $\pi(v)$ is known and conditions (A1)-(A6) hold, if $n \rightarrow \infty, h \rightarrow 0$ and $n h \rightarrow \infty$, then for any interior point $t$,

$$
\begin{aligned}
& \sqrt{n h}\left\{\hat{\eta}(t ; h, \hat{\alpha})-\eta_{0}(t)-\frac{1}{2} \eta_{0}^{\prime \prime}(t) \mu_{2} h^{2}\right\} \\
& \rightarrow N(0, \Sigma(t))
\end{aligned}
$$

where $\Sigma(t)=\frac{v_{0} \tau(1-\tau)}{f_{T}(t)} A_{1}(t)^{-1} A_{0}(t) A_{1}(t)^{-1}, A_{0}(t)=$ $E\left\{G_{i} G_{i}^{T} \mid T=t\right\}$, and $A_{1}(t)=E\left[f(0 \mid G, T) G_{i} G_{i}^{T} \mid T=t\right]$.

Proof Note that

$$
\begin{aligned}
& \sqrt{n h}\left\{\hat{\eta}(t ; h, \hat{\alpha})-\eta_{0}(t)\right\} \\
& =\sqrt{n h}\left\{\hat{\eta}(t ; h, \hat{\alpha})-\hat{\eta}\left(t ; h, \alpha_{0}\right)\right\} \\
& +\sqrt{n h}\left\{\hat{\eta}\left(t ; h, \alpha_{0}\right)-\eta_{0}(t)\right\},
\end{aligned}
$$

where $\hat{\eta}\left(\cdot ; h, \alpha_{0}\right)$ is a local linear estimator of $\eta_{0}(\cdot)$ when the parameter $\alpha_{0}$ is known. $\sqrt{n h}\left\{\hat{\eta}(t ; h, \hat{\alpha})-\hat{\eta}\left(t ; h, \alpha_{0}\right)\right\}$ can be proved as $o_{p}(1)$. The details are given below. For given $t$,

$$
\begin{aligned}
& \left(\hat{\eta}(t ; h, \hat{\alpha}), \hat{\eta}^{\prime}(t ; h, \hat{\alpha})\right)=\underset{(\mathbf{a}, \mathbf{b})}{\arg \min } \sum_{i=1}^{n} \frac{\delta_{i}}{\pi\left(V_{i}\right)} \\
& \times \rho_{\tau}\left\{y_{i}-\mathbf{a}^{T} g_{i}-\mathbf{b}^{T} g_{i}\left(\hat{\alpha}^{T} x_{i}-t\right)\right\} \\
& \times J_{h}\left(\hat{\alpha}^{T} x_{i}-t\right), \\
& \left(\hat{\eta}\left(t ; h, \alpha_{0}\right), \hat{\eta}^{\prime}\left(t ; h, \alpha_{0}\right)\right)=\underset{(\mathbf{a}, \mathbf{b})}{\arg \min } \sum_{i=1}^{n} \frac{\delta_{i}}{\pi\left(V_{i}\right)} \\
& \times \rho_{\tau}\left\{y_{i}-\mathbf{a}^{T} g_{i}-\mathbf{b}^{T} g_{i}\left(\alpha_{0}^{T} x_{i}-t\right)\right\} \\
& \times J_{h}\left(\alpha_{0}^{T} x_{i}-t\right),
\end{aligned}
$$

In the following, some signs are introduced,

$$
\begin{aligned}
\bar{w}^{*}= & \sqrt{n h}\left\{\hat{\eta}(t ; h, \hat{\alpha})-\eta_{0}(t), h\left(\hat{\eta}^{\prime}(t ; h, \hat{\alpha})\right.\right. \\
& \left.\left.-\eta_{0}^{\prime}(t)\right)\right\}, \\
\bar{w}^{* *}= & \sqrt{n h}\left\{\hat{\eta}\left(t ; h, \alpha_{0}\right)-\eta_{0}(t), h\left(\hat{\eta}^{\prime}\left(t ; h, \alpha_{0}\right)\right.\right. \\
- & \left.\left.\eta_{0}^{\prime}(t)\right)\right\}, \\
y_{i}^{*}= & y_{i}-\eta_{0}(t)^{T} g_{i}-\left\{\eta_{0}^{\prime}(t)\right\}^{T} g_{i}\left(\hat{\alpha}^{T} x_{i}-t\right), \\
y_{i}^{* *}= & y_{i}-\eta_{0}(t)^{T} g_{i}-\left\{\eta_{0}^{\prime}(t)\right\}^{T} g_{i}\left(\alpha_{0}^{T} x_{i}-t\right), \\
J_{i}^{*}= & J_{h}\left(\hat{\alpha}^{T} x_{i}-t\right), J_{i}^{* *}=J_{h}\left(\alpha_{0}^{T} x_{i}-t\right), \\
& G_{i}^{*}=\left\{g_{i}, g_{i}\left(\hat{\alpha}^{T} x_{i}-t\right) / h\right\}, \\
& G_{i}^{* *}=\left\{g_{i}, g_{i}\left(\alpha_{0}^{T} x_{i}-t\right) / h\right\},
\end{aligned}
$$

and then $\bar{w}^{*}$ and $\bar{w}^{* *}$ minimize
$\psi_{n}^{*}(w)=\sum_{i=1}^{n}\left[\frac{\delta_{i}}{\pi\left(V_{i}\right)} \rho_{\tau}\left(y_{i}^{*}-\frac{w^{T} G_{i}^{*}}{\sqrt{n h}}\right)-\rho_{\tau}\left(y_{i}^{*}\right)\right] J_{i}^{*}$
and
$\psi_{n}^{* *}(w)=\sum_{i=1}^{n}\left[\frac{\delta_{i}}{\pi\left(V_{i}\right)} \rho_{\tau}\left(y_{i}^{* *}-\frac{w^{T} G_{i}^{* *}}{\sqrt{n h}}\right)-\rho_{\tau}\left(y_{i}^{* *}\right)\right] J_{i}^{* *}$
respectively. $\psi_{n}^{*}(w)$ and $\psi_{n}^{* *}(w)$ are convex with respect to $w$, further, they both converge point by point to their conditional expectation, the quadratic approximation is easily deduced. Then by using Lemma 1, we can obtain

$$
\begin{aligned}
\psi_{n}^{*}(w) & =\frac{1}{2} w^{T} S^{*} w+W_{n}^{* T} w+o_{p}(1), \\
\psi_{n}^{* *}(w) & =\frac{1}{2} w^{T} S^{* *} w+W_{n}^{* * T} w+o_{p}(1),
\end{aligned}
$$

where

$$
\begin{gathered}
S^{*}=S^{* *}=f_{T_{0}}(t) \varphi^{\prime \prime}(0 \mid t)\left(\begin{array}{cc}
1 & 0 \\
0 & \int_{v} J(v) v^{2} d v
\end{array}\right) \\
W_{n}^{*}=-(n h)^{-1 / 2} \sum_{i=1}^{n} \rho_{\tau}^{\prime}\left(y_{i}^{*}\right) G_{i}^{*} J_{i}^{*} \\
W_{n}^{* *}=-(n h)^{-1 / 2} \sum_{i=1}^{n} \rho_{\tau}^{\prime}\left(y_{i}^{* *}\right) G_{i}^{* *} J_{i}^{* *}
\end{gathered}
$$

and $\varphi^{\prime \prime}(0 \mid t)$ is the second derivative of

$$
\varphi(m \mid t)=E\left(\rho_{\tau}\left(y-\eta_{0}(t)+m\right) \mid T=t\right)
$$

with respect to $m$ evaluated at $m=0$.
Assume the first derivatives $\varphi^{\prime}(m \mid t)$ and the second derivatives $\varphi^{\prime \prime}(m \mid t)$ of $\varphi(m \mid t)$ with respect to $m$ exist. Then $v \in[-M, M]$, and $M$ is a real number which makes $[-M, M]$ involve the support of $K(\cdot)$.
Due to the [23] and Lemma 1, $\bar{w}^{*}$ that minimize $\psi_{n}^{*}(w)$ can be expressed as

$$
\bar{w}^{*}=-\left\{S^{*}\right\}^{-1} W_{n}^{*}+o_{p}(1)
$$

$w$ can be got same as

$$
\bar{w}^{* *}=-\left\{S^{* *}\right\}^{-1} W_{n}^{* *}+o_{p}(1)
$$

Then we have

$$
\begin{aligned}
& \bar{w}^{*}-\bar{w}^{* *}=-\frac{1}{S^{*}}\left(W_{n}^{*}-W_{n}^{* *}\right)+o_{p}(1) \\
& =-\frac{1}{S^{*}} \sum_{i=1}^{n}\left[\left(\rho_{\tau}^{\prime}\left(y_{i}^{*}\right) G_{i}^{*} J_{i}^{*}-\rho_{\tau}^{\prime}\left(y_{i}^{* *}\right) G_{i}^{* *} J_{i}^{* *}\right)\right] \\
& =-\frac{1}{S^{*}} \sum_{i=1}^{n} \rho_{\tau}^{\prime}\left(y_{i}^{*}\right) G_{i}^{*} J_{i}^{*}-\rho_{\tau}^{\prime}\left(y_{i}^{* *}\right) G_{i}^{* *} J_{i}^{* *}
\end{aligned}
$$

$y_{i}^{* *}$ has the same sign as $y_{i}^{*}$ a.s. when

$$
\left\|\hat{\alpha}-\alpha_{0}\right\|=O_{p}\left(n^{-1 / 2}\right) .
$$

For some $r>0$,

$$
\begin{aligned}
& E\left\{\left(\bar{w}^{*}-\bar{w}^{* *}\right)\left(\bar{w}^{*}-\bar{w}^{* *}\right)^{T}\right\} \\
& \leq-r\left\{S^{*}\right\}^{-1} h^{-1}\left(E \left\{\left(\left(\rho_{\tau}^{\prime}\left(y_{i}^{*}\right)\right)^{2}\right.\right.\right. \\
& \left.\times\left(G_{i}^{*} J_{i}^{*}-G_{i}^{* *} J_{i}^{* *}\right)\left(G_{i}^{*} J_{i}^{*}-G_{i}^{* *} J_{i}^{* *}\right)^{T}\right\} \\
& \times\left(\left\{S^{*}\right\}^{-1}\right)^{T} \\
& =O\left(h ^ { - 1 } E \left\{\left(G_{i}^{*} J_{i}^{*}-G_{i}^{* *} J_{i}^{* *}\right)\right.\right. \\
& \left.\times\left(\left(G_{i}^{*} J_{i}^{*}-G_{i}^{* *} J_{i}^{* *}\right)^{T}\right\}\right) \\
& =O(o(1))=o(1),
\end{aligned}
$$

which means $E\left(\bar{w}^{*}-\bar{w}^{* *}\right)=o(1)$. Then we can obtain $\left(\bar{w}^{*}-\bar{w}^{* *}\right)=E\left(\bar{w}^{*}-\bar{w}^{* *}\right)+o_{p}(1)=o_{p}(1)$ due to the first two terms. So $\left(\bar{w}^{*}-\bar{w}^{* *}\right)=o_{p}(1)$ and $\sqrt{n h}\{\hat{\eta}(t ; h, \hat{\alpha})-$ $\left.\hat{\eta}\left(t ; h, \alpha_{0}\right)\right\}=o_{p}(1)$. Then we need to prove that

$$
\begin{aligned}
& \sqrt{n h}\left\{\hat{\eta}\left(t ; h, \alpha_{0}\right)-\eta_{0}(t)-\frac{1}{2} \eta_{0}^{\prime \prime}(t) \mu_{2} h^{2}\right\} \\
& \rightarrow N(0, \Sigma(t))
\end{aligned}
$$

The details are given as follows.
Let $\bar{w}^{* *}=\sqrt{n h}\left\{\left(\hat{\mathbf{a}}-\eta_{0}(t)\right)^{T}, h\left(\hat{\mathbf{b}}-\eta_{0}^{\prime}(t)\right)^{T}\right\}^{T}$ and $\bar{w}^{* *}$ is the minimizer of the following formulation

$$
\begin{aligned}
\psi_{n}\left(\bar{w}^{* *}\right) & =\sum_{i=1}^{n}\left[\frac{\delta_{i}}{\pi\left(V_{i}\right)} \rho_{\tau}\left(\varepsilon_{i}+r_{i}-\Delta_{i}\right)\right. \\
& \left.-\rho_{\tau}\left(\varepsilon_{i}+r_{i}\right)\right] J_{i}
\end{aligned}
$$

where $H_{i}=\left(g_{i}, g_{i}\left(\alpha_{0}^{T} x_{i}-t\right) / h\right)^{T}, \Delta_{i}=\bar{w}^{* *} H_{i} / \sqrt{n h}$, $J_{i}=J\left(\left(\alpha_{0}^{T} x_{i}-t\right) / h\right), r_{i}=\eta_{0}^{T}\left(\alpha_{0}^{T} x_{i}\right) g_{i}-\eta_{0}^{T}(t) g_{i}-$ $\left(\eta_{0}^{\prime}(t)\right)^{T}\left(\alpha_{0}^{T} x_{i}-t\right) g_{i}$.
By referring to the identity

$$
\begin{aligned}
& \rho_{\tau}(u-v)-\rho_{\tau}(u) \\
& =-v \varphi_{\tau}(u)+\int_{0}^{v}\left\{I_{(u \leq s)}-I_{(u \leq 0)\}} d s,\right.
\end{aligned}
$$

where $\varphi_{\tau}(u)=\tau-I_{(u \leq 0)}$. Then $\psi_{n}\left(\bar{w}^{* *}\right)$ can be rewritten as

$$
\psi_{n}(\hat{w})=\psi_{1 n}\left(\bar{w}^{* *}\right)+\psi_{2 n}\left(\bar{w}^{* *}\right)
$$

where

$$
\begin{gathered}
\psi_{1 n}\left(\bar{w}^{* *}\right)=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} \Delta_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right], \\
\psi_{2 n}\left(\bar{w}^{* *}\right)=\sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} \int_{0}^{\Delta_{i}}\left[I_{\left(\varepsilon_{i} \leq-r_{i}+s\right)}-I_{\left(\varepsilon_{i} \leq-r_{i}\right)}\right] d s .
\end{gathered}
$$

It is easy to get

$$
\psi_{2 n}\left(\bar{w}^{* *}\right)=\frac{f_{T}(t)}{2} \bar{w}^{* *} E\left(S_{n}\right)\left(\bar{w}^{* *}\right)^{T}+o_{p}(1)
$$

$$
S_{n}=\frac{1}{n h} \sum_{i=1}^{n} f\left(-r_{i} \mid G, T\right) H_{i}^{T} H_{i} J_{i}(t)
$$

and

$$
\begin{aligned}
E\left(S_{n}\right) & =E\left(\left(\left.f(0 \mid G, T)\left[\begin{array}{cc}
G G^{T} & 0 \\
0 & G G^{T} \mu_{2}
\end{array}\right] \right\rvert\, T\right)\right. \\
& =S
\end{aligned}
$$

Thus,

$$
\psi_{2 n}\left(\bar{w}^{* *}\right)=\frac{1}{2} f_{T}(t) \bar{w}^{* *} S\left(\bar{w}^{* *}\right)^{T}+o_{p}(1)
$$

It follows from the convexity Lemma [23] that, for any compact set, the quadratic approximation to $\psi_{n}\left(\bar{w}^{* *}\right)$ holds uniformly for $\bar{w}^{* *}$ in any compact set, which generates

$$
\begin{aligned}
\bar{w}^{* *} & =-f_{T}^{-1}(t) S^{-1} \\
& \times \frac{1}{\sqrt{n h}} \sum_{i=1}^{n} J_{i} H_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right]+o_{p}(1) .
\end{aligned}
$$

At this point, S is a quasi-diagonal matrix.

$$
\begin{aligned}
& \sqrt{n h}\left(\hat{\eta}(t)-\eta_{0}(t)\right)=-f_{T}^{-1}(t) A_{1}(t)^{-1} \\
& \times \frac{1}{\sqrt{n h}} \sum_{i=1}^{n} J_{i} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right]+o_{p}(1)
\end{aligned}
$$

So we can acquire

$$
\begin{aligned}
& E\left[\sqrt{n h}\left(\hat{\eta}(t)-\eta_{0}(t)\right)\right]=-\frac{1}{2} \eta_{0}^{\prime \prime}(u) \mu_{2} h^{2} \\
& \operatorname{Var}\left[\sqrt{n h}\left(\hat{\eta}(t)-\eta_{0}(t)\right)\right] \\
& =\frac{v_{0} \tau(1-\tau)}{f_{T}(t)} A_{1}(t)^{-1} A_{0}(t)^{-1} A_{1}(t)^{-1}
\end{aligned}
$$

The proof has been finished.
Theorem 2. Under the same conditions as in Theorem 1 and assuming that $\pi(v)$ is a smoothing function of $v$ and $\pi(v) \geq \varsigma>0$, we have

$$
\begin{aligned}
& \sqrt{n h}\left\{\hat{\eta}_{N}\left(t ; h, \hat{\alpha}_{N}\right)-\eta_{0}(t)-\frac{1}{2} \eta_{0}^{\prime \prime}(t) \mu_{2} h^{2}\right\} \\
& \rightarrow N\left(0, \Sigma^{*}(t)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \Sigma^{*}(t)=\frac{v_{0} \tau(1-\tau)}{f_{T}(t)} A_{1}(t)^{-1} A_{0}^{*}(t) A_{1}(t)^{-1} \\
& A_{0}^{*}(t)=E\left\{\left.\frac{\delta_{i}}{\pi\left(V_{i}\right)} G_{i} G_{i}^{T} \right\rvert\, T=t\right\} \\
&-E\left\{\left.\frac{1-\pi\left(V_{i}\right)}{\pi\left(V_{i}\right)} E\left[G_{i}^{T} \mid V_{i}\right]^{\otimes 2} \right\rvert\, T=t\right\} \\
& A_{1}(t)^{-1} A_{0}^{*}(t) A_{1}(t)^{-1} \\
& \leq A_{1}(t)^{-1} E\left[G_{i} G_{i}^{T} \mid T=t\right] A_{1}(t)^{-1} \\
&=A_{1}(t)^{-1} A_{0}(t) A_{1}(t)^{-1}
\end{aligned}
$$

## Proof Let

$$
\hat{w}_{N}=\sqrt{n h}\left\{\left(\hat{\mathbf{a}}_{N}-\eta_{0}(t)\right)^{T}, h\left(\hat{\mathbf{b}}_{N}-\eta_{0}^{\prime}(t)\right)^{T}\right\}^{T}
$$

Similarly to the proof of Theorem 1, we have

$$
\begin{aligned}
& \psi_{n}^{*}\left(\hat{\pi}\left(V_{i}\right), w_{N}\right)=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\hat{\pi}\left(V_{i}\right)} \\
& \times\left\{w_{N}^{T} H_{i}\left[I_{\left(\varepsilon_{i}<-r_{i}\right)}-\tau\right]\right. \\
& \left.+\int_{0}^{\Delta_{i}^{*}}\left[I_{\left(\varepsilon_{i} \leq-r_{i}+s\right)}-I_{\left(\varepsilon_{i} \leq-r_{i}\right)}\right] d s\right\} \\
& =\psi_{1 n}^{*} w_{N}+\psi_{2 n}^{*}\left(w_{N}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \psi_{1 n}^{*} w_{N}=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} w_{N}^{T} H_{i}\left[I_{\left(\varepsilon_{i}<-r_{i}\right)}-\tau\right] \\
& \psi_{2 n}^{*}\left(w_{N}\right)=\sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} \int_{0}^{\Delta_{i}^{*}}\left[I_{\left(\varepsilon_{i} \leq-r_{i}+s\right)}\right. \\
&\left.-I_{\left(\varepsilon_{i} \leq-r_{i}\right)}\right] d s
\end{aligned}
$$

Let

$$
\begin{aligned}
B_{n}^{*}\left(w_{N}\right) & =\sum_{i=1}^{n} \frac{\delta_{i} J_{i}\left(\pi\left(V_{i}\right)-\hat{\pi}\left(V_{i}\right)\right)}{\hat{\pi}\left(V_{i}\right) \pi\left(V_{i}\right)} \\
& \times \int_{0}^{\Delta_{i}^{*}}\left[I_{\left(\varepsilon_{i} \leq-r_{i}+s\right)}-I_{\left(\varepsilon_{i} \leq-r_{i}\right)}\right] d s,
\end{aligned}
$$

and $\psi_{2 n}^{*}\left(w_{N}\right)=\psi_{2 n}\left(w_{N}\right)+B_{n}^{*}\left(w_{N}\right)$. It is easy to get that

$$
\begin{aligned}
& \frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} \int_{0}^{\Delta_{i}^{*}}\left[I_{\left(\varepsilon_{i} \leq-r_{i}+s\right)}-I_{\left(\varepsilon_{i} \leq-r_{i}\right)}\right] d s \\
& =O_{p}(1) .
\end{aligned}
$$

Because of the fact that

$$
\sup _{v}|\hat{\pi}(v)-\pi(v)|=o(1)
$$

it following the above formulations, $B_{n}^{*}\left(w_{N}\right)=o_{p}(1)$.
Similarly to the proof of Theorem 1 , we can prove that

$$
\begin{aligned}
\sqrt{n h}\left(\hat{\mathbf{a}}_{N}-\eta_{0}(t)\right) & =-f_{T}^{-1}(t) A_{1}(t)^{-1} \\
& \times \frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} G_{i} \\
& \times\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right]+O_{p}(1) .
\end{aligned}
$$

Let

$$
\tilde{\psi}_{1 n}^{*}(t)=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\hat{\pi}\left(V_{i}\right)} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] .
$$

By the proof of Theorem 2 in [18], we can obtain

$$
\begin{aligned}
\tilde{\psi}_{1 n}^{*}(t) & =\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] \\
& +\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}-\pi\left(V_{i}\right)}{\pi\left(V_{i}\right)} \\
& \times E\left[\left(I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right) G_{i} \mid V_{i}\right]+o_{p}\left(h^{2}\right) \\
& =\tilde{\psi}_{1 n, 1}^{*}(t)+\tilde{\psi}_{1 n, 2}^{*}(t)+o_{p}\left(h^{2}\right)
\end{aligned}
$$

where $E\left(\tilde{\psi}_{1 n, 1}^{*}(t)\right)=0$ and $E\left(\tilde{\psi}_{1 n, 2}^{*}(t)\right)=0$. In addition, by completing some calculations, we can obtain

$$
\begin{aligned}
\operatorname{var}\left(\tilde{\psi}_{1 n}^{*}(t)\right) & =\frac{v_{0}}{f_{T}(t)}\left\{E \left(\frac{\delta_{i}}{\pi\left(V_{i}\right)}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right]^{2}\right.\right. \\
& \left.\times G_{i} G_{i}^{T} \mid T=t\right)-E\left[\frac{1-\pi\left(V_{i}\right)}{\pi\left(V_{i}\right)}\right. \\
& \left.\left.\times E\left(G_{i}^{T}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] \mid V_{i}\right)^{\otimes 2} \mid T=t\right]\right\} \\
& +o(1)
\end{aligned}
$$

Then $\tilde{\psi}_{1 n, 2}^{*} \xrightarrow{d} N\left(0, \frac{v_{0} \tau(1-\tau)}{f_{T}(t)} A_{0}^{*}(t)\right)$. Following [17], we can get

$$
\begin{aligned}
& \operatorname{Var}\left(\tilde{\psi}_{1 n, 2}^{*}-\psi_{1 n, 2}^{*} \mid X, G\right) \\
& \leq \frac{q^{2}}{n h} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} G_{i} G_{i}^{T} \max _{k}\left\{F\left(c_{k}+\left|r_{i}\right|\right)-F\left(c_{k}\right)\right\} \\
& =o_{p}(1)
\end{aligned}
$$

Based on above results, it follows that $\tilde{\psi}_{1 n}^{*}(t) \xrightarrow{d}$ $N\left(0, \frac{v_{0} \tau(1-\tau)}{f_{T}(t)} A_{0}^{*}(t)\right)$. By Slutsky's theorem,

$$
\tilde{\psi}_{1 n}^{*}(t)-E\left[\tilde{\psi}_{1 n}^{*}(t)\right] \xrightarrow{d} N\left(0, \frac{v_{0} \tau(1-\tau)}{f_{T}(t)} A_{0}^{*}(t)\right) .
$$

By Lemma 2, we can get

$$
\begin{aligned}
& \frac{1}{n h} \sum_{i=1}^{n} \delta_{i} J_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] G_{i} \xrightarrow{p} \\
& E\left[\frac{1}{n h} \sum_{i=1}^{n} \delta_{i} J_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] G_{i}=O\left(h^{2}\right) .\right.
\end{aligned}
$$

Since $\frac{1}{\pi\left(V_{i}\right)}-\frac{1}{\pi\left(V_{i}\right)}=o_{p}(1)$, then

$$
\begin{aligned}
\frac{1}{\sqrt{n h}} \tilde{\psi}_{1 n}^{*}(t) & =\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\hat{\pi}\left(V_{i}\right)} \\
& \times\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] G_{i} \\
& +\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \delta_{i} J_{i}\left[\frac{1}{\hat{\pi}\left(V_{i}\right)}-\frac{1}{\pi\left(V_{i}\right)}\right] \\
& \times\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] G_{i} \\
& =\frac{1}{n h} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} \eta_{i} G_{i}+o_{p}\left(h^{2}\right) .
\end{aligned}
$$

Thus, we can show that

$$
\begin{aligned}
\frac{1}{\sqrt{n h}} E\left[\tilde{\psi}_{1 n}^{*}(t)\right] & =\frac{1}{\sqrt{n h}} E\left[\sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}\right)} \eta_{i}(u) G_{i}\right] \\
& +o\left(h^{2}\right)
\end{aligned}
$$

Following above proof and Theorem 1, Theorem 2 is proved.
Theorem 3. Assuming $\pi(v) \geq \varsigma>0$ is with an unknown parameter $\omega$, based on (A1)-(A7), we have

$$
\begin{aligned}
& \sqrt{n h}\left\{\hat{\eta}_{P}\left(t ; h, \hat{\alpha}_{P}\right)-\eta_{0}(t)-\frac{1}{2} \eta_{0}^{\prime \prime}(t) \mu_{2} h^{2}\right\} \\
& \rightarrow N\left(0, \Sigma^{* *}(t)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{1}(t)^{-1} A_{0}^{*}(t) A_{1}(t)^{-1} \\
\leq & A_{1}(t)^{-1} E\left[G_{i} G_{i}^{T} \mid T=t\right] A_{1}(t)^{-1} \\
& =A_{1}(t)^{-1} A_{0}(t) A_{1}(t)^{-1}, \\
\Sigma^{* *}(t) & =\frac{v_{0} \tau(1-\tau)}{f_{T}(t)} A_{1}(t)^{-1} A_{0}^{* *}(t) A_{1}(t)^{-1}, \\
A_{0}^{* *}(t) & =E\left\{\left.\frac{\delta_{i}}{\pi\left(V_{i}, \omega\right)} G_{i} G_{i}^{T} \right\rvert\, T=t\right\}-\Omega_{t}^{T} \Lambda_{t}^{-1} \Omega_{t}, \\
& \Omega_{t}=E\left[\left(1-\pi\left(V_{i}, \omega\right) G_{i}^{T} V_{i} \mid T=t\right],\right. \\
\Lambda_{t}= & E\left[V_{i}^{T} V_{i} \pi\left(V_{i}, \omega\right)\left(1-\pi\left(V_{i}, \omega\right) \mid T=t\right] .\right.
\end{aligned}
$$

## Proof Let

$$
\hat{w}_{P}=\sqrt{n h}\left\{\left(\hat{\mathbf{a}}_{P}-\eta_{0}(t)\right)^{T}, h\left(\hat{\mathbf{b}}_{P}-\eta_{0}^{\prime}(t)\right)^{T}\right\}^{T} .
$$

Then

$$
\begin{aligned}
\psi_{n}^{* *}\left(\pi\left(V_{i}, \hat{\omega}\right), \hat{w}_{P}\right) & =\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \hat{\omega}\right)} w_{P}^{T} H_{i} \\
& \times\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] \\
& +\sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \hat{\omega}\right)} \int_{0}^{\Delta_{i}^{* *}} \\
& \times\left[I_{\left(\varepsilon_{i} \leq-r_{i}+s\right)}-I_{\left(\varepsilon_{i} \leq-r_{i}\right)}\right] d s \\
& =\psi_{1 n}^{* *} w_{P}+\psi_{2 n}^{* *}\left(w_{P}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \psi_{1 n}^{* *}=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \hat{\omega}\right)} H_{i} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right] \\
& \psi_{2 n}^{* *}\left(w_{P}\right)=\sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \hat{\omega}\right)} \int_{0}^{\Delta_{i}^{* *}}\left[I_{\left(\varepsilon_{i} \leq-r_{i}+s\right)}\right. \\
&\left.\left.-I_{\left(\varepsilon_{i} \leq-r_{i}\right)}\right] d s\right\}
\end{aligned}
$$

Let

$$
\begin{aligned}
B_{n}^{* *}\left(w_{P}\right) & =\sum_{i=1}^{n} \frac{\delta_{i} J_{i}\left(\pi\left(V_{i}, \omega\right)-\pi\left(V_{i}, \hat{\omega}\right)\right)}{\pi\left(V_{i}, \hat{\omega}\right) \pi\left(V_{i}, \omega\right)} \\
& \times \int_{0}^{\Delta_{i}^{* *}}\left[I_{\left(\varepsilon_{i} \leq-r_{i}+s\right)}-I_{\left(\varepsilon_{i} \leq-r_{i}\right)}\right] d s .
\end{aligned}
$$

Then $\psi_{2 n}^{* *}\left(w_{P}\right)=\psi_{2 n}\left(w_{P}\right)+B_{n}^{* *}\left(w_{P}\right)$. Based on MLE theory and the proof of Theorem 2, we can prove $B_{n}^{* *}\left(w_{P}\right)=$ $o_{p}(1)$. Similarly we get that

$$
\begin{aligned}
\sqrt{n h}\left(\hat{\mathbf{a}}_{P}-\eta_{0}(t)\right) & =-f_{T}^{-1}(t) A_{1}(t)^{-1} \frac{1}{\sqrt{n h}} \\
& \left.\times \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \hat{\omega}\right)} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right)\right] \\
& +O_{p}(1)
\end{aligned}
$$

Denote $\pi^{\prime}\left(V_{i}, \omega\right)=\operatorname{grad}\left(V_{i}, \omega\right)$, then

$$
\begin{aligned}
\pi\left(V_{i}, \hat{\omega}\right)- & \pi\left(V_{i}, \omega\right)
\end{aligned}=\pi\left(V_{i}, \omega\right)\left(1-\pi\left(V_{i}, \omega\right)\right), ~ \begin{aligned}
\sqrt{n}(\hat{\omega}-\omega)= & E\left[\pi^{\prime}\left(V_{i}, \omega\right)^{\otimes 2}\right]^{-1} \\
& \times \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \pi^{\prime}\left(V_{i}, \omega\right)^{T}\left(\delta_{i}-\pi\left(V_{i}, \omega\right)\right)
\end{aligned}
$$

Let

$$
\left.\tilde{\psi}_{1 n}^{* *}\left(w_{P}\right)=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \hat{\omega}\right)} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right)\right] .
$$

According to the above functions, we have

$$
\begin{aligned}
& \left.\tilde{\psi}_{1 n}^{* *}\left(w_{P}\right)=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \omega\right)} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right)\right] \\
& -\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}\left(\pi\left(V_{i}, \hat{\omega}\right)-\pi\left(V_{i}, \omega\right)\right)}{\pi\left(V_{i}, \omega\right) \pi\left(V_{i}, \hat{\omega}\right)} G_{i} \\
& \left.\times\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right)\right] \\
& \left.=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \omega\right)} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right)\right] \\
& -\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}\left(\pi\left(V_{i}, \hat{\omega}\right)-\pi\left(V_{i}, \omega\right)\right)}{\pi^{2}\left(V_{i}, \omega\right)} \\
& \left.\times G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right)\right]+o_{p}(1) \\
& \left.=\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}}{\pi\left(V_{i}, \omega\right)} G_{i}\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right)\right] \\
& -\frac{1}{\sqrt{n h}} \sum_{i=1}^{n} \frac{\delta_{i} J_{i}\left(1-\pi\left(V_{i}, \omega\right)\right)}{\pi\left(V_{i}, \omega\right)} G_{i} \\
& \left.\times\left[I_{\left(\varepsilon_{i} \leq-r_{i}\right)}-\tau\right)\right] V_{i}(\hat{\omega}-\omega)+o_{p}(1) \\
& =\tilde{\psi}_{1 n, 1}^{* *}\left(w_{P}\right)-\tilde{\psi}_{1 n, 2}^{* *}\left(w_{P}\right)+o_{p}(1)
\end{aligned}
$$

Note that $\pi^{\prime}(v, \omega)=1-\pi(v, \omega)$. Then we have

$$
\sqrt{n}(\hat{\omega}-\omega)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \pi^{\prime}\left(V_{i}, \omega\right)^{T}\left(\delta_{i}-\pi\left(V_{i}, \omega\right)\right) \Lambda_{t}^{-2}
$$

Since

$$
\begin{aligned}
\operatorname{var}\left(\tilde{\psi}_{1 n, 1}^{* *}\left(w_{P}\right)\right)= & \frac{v_{0} \tau(1-\tau)}{f_{T}(t)} \\
& \times E\left(\left.\frac{\delta_{i}}{\pi\left(V_{i}, \omega\right)} G_{i} G_{i}^{T} \right\rvert\, T=t\right) \\
\operatorname{var}\left(\tilde{\psi}_{1 n, 2}^{* *}\left(w_{P}\right)\right)= & \frac{v_{0} \tau(1-\tau)}{f_{T}(t)} \\
& \times \Omega_{t}^{T} E\left[V_{i}^{T} V_{i} \pi\left(V_{i}, \omega\right)\right. \\
& \left.\times\left(1-\pi\left(V_{i}, \omega\right)\right)\right]+o(1) \\
\operatorname{cov}\left(\tilde{\psi}_{1 n, 1}^{* *}\left(w_{P}\right),\right. & \left.\tilde{\psi}_{1 n, 2}^{* *}\left(w_{P}\right)\right)=\frac{2 v_{0} \tau(1-\tau)}{f_{T}(t)} \\
\times & \Omega_{t}^{T} E\left[V_{i}^{T} V_{i} \pi\left(V_{i}, \omega\right)\left(1-\pi\left(V_{i}, \omega\right)\right)\right]+o(1)
\end{aligned}
$$

then

$$
\begin{aligned}
\operatorname{var}\left(\tilde{\psi}_{1 n}^{* *}\left(w_{P}\right)\right) & =\frac{v_{0} \tau(1-\tau)}{f_{T}(t)} E\left(\left.\frac{\delta_{i}}{\pi\left(V_{i}, \omega\right)} G_{i} G_{i}^{T} \right\rvert\, T=t\right) \\
& -\frac{v_{0} \tau(1-\tau)}{f_{T}(t)} \Omega_{t}^{T} E\left[V_{i}^{T} V_{i} \pi\left(V_{i}, \omega\right)\right. \\
& \left.\times\left(1-\pi\left(V_{i}, \omega\right)\right)\right]+o(1)
\end{aligned}
$$

Similar to the proof of Theorem 2, Theorem 3 follows.
Theorem 4. Assuming conditions (A1)-(A6) hold, if $n \rightarrow$ $\infty, h \rightarrow 0$ and $n h \rightarrow \infty$, then

$$
\sqrt{n}\left(\tilde{\alpha}-\alpha_{0}\right) \rightarrow N\left(0, \tau(1-\tau) C_{1}^{-1} C_{0} C_{1}^{-1}\right)
$$

where $\tilde{\alpha}$ can be $\hat{\alpha}, \hat{\alpha}_{N}$ and $\hat{\alpha}_{P}$,

$$
\begin{aligned}
C_{0} & =E\left[\left(X-E\left(X \mid \alpha_{0}^{T} X\right)\right) \eta_{0}^{\prime}\left(\alpha_{0}^{T} X\right)^{T}\right. \\
& \left.\times G_{i} G_{i}^{T} \eta_{0}^{\prime}\left(\alpha_{0}^{T} X\right)\left(X-E\left(X \mid \alpha_{0}^{T} X\right)\right)^{T}\right]
\end{aligned}
$$

$$
\begin{aligned}
C_{1} & =E\left[f(0 \mid X, G)\left(X-E\left(X \mid \alpha_{0}^{T} X\right)\right) \eta_{0}^{\prime}\left(\alpha_{0}^{T} X\right)^{T}\right. \\
& \left.\times G_{i} G_{i}^{T} \eta_{0}^{\prime}\left(\alpha_{0}^{T} X\right)\left(X-E\left(X \mid \alpha_{0}^{T} X\right)\right)^{T}\right] .
\end{aligned}
$$

Proof Let $\hat{\gamma}=\sqrt{n}\left(\tilde{\alpha}-\alpha_{0}\right)$. Then $\hat{\gamma}$ is the minimizer of the following criterion

$$
\begin{aligned}
Q_{n}(\gamma) & =\sum_{j=1}^{d} \sum_{i=1}^{n}\left[\frac { \delta _ { i } } { \pi ( V _ { i } ) } \left[\rho_{\tau}\left(\varepsilon_{i}-s_{i}-\frac{1}{\sqrt{n}} \gamma^{T} x_{i j} \hat{b}_{j}^{T} g_{i}\right)\right.\right. \\
& \left.-\rho_{\tau}\left(\varepsilon_{i}-s_{i}\right)\right] \omega_{i j}
\end{aligned}
$$

where $s_{i}=-\eta_{0}^{T}\left(\alpha_{0}^{T} x_{i}\right) g_{i}+\hat{a}_{j}^{T} g_{i}+\hat{b}_{j}^{T} g_{i} \alpha_{0}^{T} x_{i j}, x_{i j}=x_{i}-$ $x_{j}$.
Thus,

$$
\begin{aligned}
Q_{n}(\gamma) & =E\left(Q_{n}(\gamma)\right)-\frac{1}{\sqrt{n}} \sum_{j=1}^{d} \sum_{i=1}^{n} \gamma^{T} \frac{\delta_{i}}{\pi\left(V_{i}\right)} \\
& \times\left[\omega_{i j} \rho_{\tau}^{\prime}\left(\varepsilon_{i}-s_{i}\right) x_{i j} \hat{b}_{j}^{T} g_{i}\right. \\
& \left.-\omega_{i j} E\left[\rho_{\tau}^{\prime}\left(\varepsilon_{i}-s_{i}\right)\right] x_{i j} \hat{b}_{j}^{T} g_{i}\right]+o_{p}(1),
\end{aligned}
$$

and

$$
\begin{aligned}
& E\left[\left(Q_{n}(\gamma)\right)\right]=\sum_{j=1}^{d} \sum_{i=1}^{n}\left[E \frac { \delta _ { i } } { \pi ( V _ { i } ) } \left[\rho _ { \tau } \left(\varepsilon_{i}-s_{i}\right.\right.\right. \\
& \left.\left.-\frac{1}{\sqrt{n}} \gamma^{T} x_{i j} \hat{b}_{j}^{T} g_{i}\right)\right]-E\left[\rho_{\tau}\left(\varepsilon_{i}-s_{i}\right] \omega_{i j}\right. \\
& =\sum_{j=1}^{d} \sum_{i=1}^{n}\left[E \rho _ { \tau } \left(y_{i}-\hat{\eta}\left(\hat{\gamma}^{T} x_{i} \mid \gamma_{\mathbf{0}}^{\mathbf{T}} \mathbf{x}_{\mathbf{i}}=\gamma_{0}^{T} x_{i}\right) g_{i}\right.\right. \\
& \left.+\frac{1}{\sqrt{n}}(\hat{\gamma}-\gamma) x_{i j} \hat{b}_{j}^{T} g_{i}\right) \omega_{i j} \\
& -\sum_{j=1}^{d} \sum_{i=1}^{n} E \rho_{\tau}\left(y_{i}-\hat{\eta}\left(\gamma^{T} x_{i} \mid \gamma_{\mathbf{0}}^{\mathbf{T}} \mathbf{x}_{\mathbf{i}}=\gamma_{0}^{T} x_{i}\right) g_{i}\right. \\
& \left.+\frac{1}{\sqrt{n}}\left(\hat{\gamma}^{T} x_{i j} \hat{b}_{j}^{T} g_{i}\right) \omega_{i j}\right] \\
& =-\frac{1}{\sqrt{n}} \gamma^{T} \sum_{j=1}^{d} \sum_{i=1}^{n} \rho_{\tau}^{\prime}\left(\varepsilon_{i}-s_{i}\right) x_{i j} \hat{b}_{j}^{T} g_{i} \omega_{i j} \\
& +\frac{1}{2 n} \gamma^{T} \sum_{j=1}^{d} \sum_{i=1}^{n} 2 f(0 \mid X, G) x_{i j} \hat{b}_{j}^{T} g_{i} g_{i}^{T} \\
& \times \hat{b}_{j}^{T} x_{i j}^{T} \omega_{i j} \gamma+o_{p}(1) .
\end{aligned}
$$

As a result, we can acquire

$$
\begin{aligned}
Q_{n}(\gamma) & =-\frac{1}{\sqrt{n}} \gamma^{T} \sum_{j=1}^{d} \sum_{i=1}^{n} \rho_{\tau}^{\prime}\left(\varepsilon_{i}-s_{i}\right) x_{i j} \hat{b}_{j}^{T} g_{i} w_{i j} \\
& +\frac{1}{2 n} \gamma^{T} \sum_{j=1}^{d} \sum_{i=1}^{n} 2 f(0 \mid X, G) x_{i j} \hat{b}_{j}^{T} g_{i} g_{i}^{T} \\
& \times \hat{b}_{j} x_{i j}^{T} w_{i j} \gamma+o_{p}(1) .
\end{aligned}
$$

In the root-n consistency assumption, $\rho_{\tau}^{\prime}\left(\varepsilon_{i}-s_{i}\right)$ has similar asymptotic distribution of $\rho_{\tau}^{\prime}\left(\varepsilon_{i}\right)$ given $\hat{a}_{j}$ and $\hat{b}_{j}$. Thus, the theorem can be proved.

## IV. Numerical studies

In this section, several simulation examples are given to assess the performance of the proposed methods.

In numerical studies, we use the kernel function $J(x)=$ $0.75\left(1-x^{2}\right) I_{(|x| \leq 1)}$, and it follows from the cross validation method that the optimal bandwidth $h_{\text {opt }}$ is selected.
We conduct a small simulation study with $n=100$ and the data is generated from the following model

$$
Y=\left(X^{T} \alpha_{0}\right) G+\left(\varepsilon-E_{\tau}(\varepsilon)\right)
$$

where $\varepsilon$ is the model error and $E_{\tau}(\varepsilon)$ is the $\tau$ th quantile of $\varepsilon$, $\alpha_{0}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)^{T}=(2 / 3,1 / 2,1 / 3)^{T}$. The covariate vector $X=\left(X_{1}, X_{2}, X_{3}\right)^{T}$ is a three-dimensionals standard normal variable. The correlation between $X_{i}$ and $X_{j}$ is $\frac{1}{2}^{|i-j|}, i, j=1,2,3 . X_{1}$ is the missing value and another covariate vector $G$ is generated from a standard normal distribution. In the following simulations, we considered three error distributions: $N(0,1), t(3)$ and $\chi^{2}(2)$. All simulations are performed with 500 replicates based on the following selection probability function:
$P\left(\delta_{i}=1 \mid X_{i}, G_{i}\right)=\frac{\exp \left(\omega_{0}+\omega_{1} X_{2}+\omega_{2} X_{3}+\omega_{3} G\right)}{1+\exp \left(\omega_{0}+\omega_{1} X_{2}+\omega_{2} X_{3}+\omega_{3} G\right)}$,
where $\omega=\left(\omega_{0}, \omega_{1}, \omega_{2}, \omega_{3}\right)=(-1,0.3,0.8,0.1)$. The average missing rates are approximately $31 \%$ when the quantile point are set as $0.25,0.5$ and 0.75 .

There are four different estimation methods for the above cases: least square method (LS), quantile regression ( QR ), quantile regression method under nonparameter estimation ( NQR ) and parameter estimation ( PQR ). In these cases, standard deviation (SD) and the mean square error (MSE) of parameter vectors are calculated and simulation results are given in the following tables. Using the same selection

TABLE I
Estimators of SD AND MSE ON $\tau=0.25$

| Dist | Methods | $\tau$ | MEAN |  |  | SD |  |  | MSE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| $\mathrm{N}(0,1)$ | LS | 0.5 | 0.669 | 0.505 | 0.334 | 0.090 | 0.091 | 0.087 | 0.008 | 0.008 | 0.008 |
|  | QR | 0.25 | 0.676 | 0.502 | 0.333 | 0.132 | 0.133 | 0.120 | 0.018 | 0.018 | 0.014 |
|  | PQR | 0.25 | 0.667 | 0.503 | 0.330 | 0.035 | 0.034 | 0.030 | 0.001 | 0.001 | 0.001 |
|  | NQR | 0.25 | 0.668 | 0.499 | 0.333 | 0.038 | 0.035 | 0.037 | 0.002 | 0.002 | 0.002 |
| t(3) | LS | 0.5 | 0.672 | 0.496 | 0.328 | 0.158 | 0.162 | 0.145 | 0.025 | 0.026 | 0.021 |
|  | QR | 0.25 | 0.678 | 0.499 | 0.324 | 0.155 | 0.152 | 0.144 | 0.026 | 0.023 | 0.021 |
|  | PQR | 0.25 | 0.665 | 0.504 | 0.333 | 0.040 | 0.040 | 0.034 | 0.002 | 0.002 | 0.001 |
|  | NQR | 0.25 | 0.665 | 0.485 | 0.345 | 0.307 | 0.312 | 0.367 | 0.094 | 0.097 | 0.135 |
| $\chi^{2}(2)$ | LS | 0.5 | 0.672 | 0.507 | 0.333 | 0.166 | 0.170 | 0.172 | 0.028 | 0.030 | 0.030 |
|  | QR | 0.25 | 0.667 | 0.497 | 0.339 | 0.215 | 0.232 | 0.212 | 0.046 | 0.054 | 0.045 |
|  | PQR | 0.25 | 0.666 | 0.502 | 0.331 | 0.066 | 0.060 | 0.050 | 0.004 | 0.004 | 0.003 |
|  | NQR | 0.25 | 0.653 | 0.490 | 0.357 | 0.370 | 0.369 | 0.370 | 0.006 | 0.006 | 0.006 |

TABLE II
ESTIMATORS OF SD AND MSE ON $\tau=0.5$

| Dist | Methods | $\tau$ | MEAN |  |  | SD |  |  | MSE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| $\mathrm{N}(0,1)$ | LS | 0.5 | 0.669 | 0.505 | 0.334 | 0.090 | 0.091 | 0.087 | 0.008 | 0.008 | 0.007 |
|  | QR | 0.5 | 0.669 | 0.503 | 0.335 | 0.104 | 0.107 | 0.105 | 0.011 | 0.012 | 0.011 |
|  | PQR | 0.5 | 0.667 | 0.502 | 0.333 | 0.029 | 0.029 | 0.026 | 0.001 | 0.001 | 0.001 |
|  | NQR | 0.5 | 0.668 | 0.499 | 0.333 | 0.041 | 0.040 | 0.042 | 0.002 | 0.002 | 0.002 |
| t(3) | LS | 0.5 | 0.672 | 0.496 | 0.328 | 0.158 | 0.162 | 0.145 | 0.025 | 0.026 | 0.021 |
|  | QR | 0.5 | 0.678 | 0.496 | 0.326 | 0.135 | 0.135 | 0.120 | 0.018 | 0.018 | 0.014 |
|  | PQR | 0.5 | 0.666 | 0.502 | 0.333 | 0.033 | 0.035 | 0.028 | 0.001 | 0.001 | 0.001 |
|  | NQR | 0.5 | 0.679 | 0.489 | 0.313 | 0.229 | 0.231 | 0.240 | 0.052 | 0.053 | 0.058 |
| $\chi^{2}(2)$ | LS | 0.5 | 0.672 | 0.507 | 0.333 | 0.166 | 0.170 | 0.172 | 0.028 | 0.029 | 0.030 |
|  | QR | 0.5 | 0.672 | 0.502 | 0.338 | 0.189 | 0.206 | 0.192 | 0.036 | 0.042 | 0.037 |
|  | PQR | 0.5 | 0.664 | 0.504 | 0.332 | 0.059 | 0.054 | 0.046 | 0.004 | 0.003 | 0.002 |
|  | NQR | 0.5 | 0.669 | 0.498 | 0.334 | 0.066 | 0.067 | 0.066 | 0.005 | 0.005 | 0.004 |

probability function and the same sample size, and we can observe that SD of $\mathrm{QR}, \mathrm{PQR}$ and NQR which are in different quantile points are mostly lower than those of LS. The estimation effect is better under different distributions. The MSE of LS is slightly better than QR method only under

TABLE III
Estimators of SD AND MSE ON $\tau=0.75$

| Dist | Methods | $\tau$ | MEAN |  |  | SD |  |  | MSE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| $\mathrm{N}(0,1)$ | LS | 0.5 | 0.669 | 0.505 | 0.334 | 0.090 | 0.091 | 0.087 | 0.008 | 0.008 | 0.008 |
|  | QR | 0.75 | 0.668 | 0.506 | 0.330 | 0.117 | 0.112 | 0.116 | 0.014 | 0.013 | 0.014 |
|  | PQR | 0.75 | 0.667 | 0.500 | 0.336 | 0.037 | 0.033 | 0.032 | 0.001 | 0.001 | 0.001 |
|  | NQR | 0.75 | 0.665 | 0.501 | 0.331 | 0.049 | 0.046 | 0.043 | 0.002 | 0.002 | 0.0018 |
| t(3) | LS | 0.5 | 0.672 | 0.496 | 0.328 | 0.158 | 0.162 | 0.145 | 0.025 | 0.026 | 0.021 |
|  | QR | 0.75 | 0.670 | 0.500 | 0.331 | 0.156 | 0.159 | 0.151 | 0.024 | 0.025 | 0.023 |
|  | PQR | 0.75 | 0.667 | 0.503 | 0.332 | 0.040 | 0.040 | 0.034 | 0.002 | 0.002 | 0.001 |
|  | NQR | 0.75 | 0.665 | 0.504 | 0.332 | 0.051 | 0.052 | 0.053 | 0.003 | 0.003 | 0.003 |
| $\chi^{2}(2)$ | LS | 0.5 | 0.672 | 0.507 | 0.333 | 0.166 | 0.170 | 0.172 | 0.028 | 0.0289 | 0.030 |
|  | QR | 0.75 | 0.666 | 0.508 | 0.342 | 0.226 | 0.229 | 0.224 | 0.051 | 0.052 | 0.050 |
|  | PQR | 0.75 | 0.668 | 0.502 | 0.331 | 0.068 | 0.061 | 0.053 | 0.005 | 0.004 | 0.003 |
|  | NQR | 0.75 | 0.671 | 0.496 | 0.336 | 0.072 | 0.073 | 0.074 | 0.005 | 0.005 | 0.006 |

standard normal distribution from above tables. However, the outcomes of QR and PQR are superior to those of the LS in other distributions. Hence, a more robust estimation is provided by the quantile regression in most scenarios, and parameter estimation is better than non-parametric estimation in small sample experiments.

## V. Conclusion

This paper considers quantile regression estimation of single-index varying-coefficient model with covariates missing at random. The IPW method is used to handle missing covariates. Using different estimation methods to estimate selection probabilities. Numerical simulation results show that methods can achieve good results under different error distributions. And the properties of the large sample estimator and linkage functions are proved.
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