
 

  

Abstract—Existing knowledge tracing methods built upon 

dynamic key-value memory networks perform well, but they 

primarily focus on student-exercise interactions, failing to 

adequately represent students’ true mastery, forgetting rates, 

and the physical significance of concepts in memory units. 

Therefore, we introduce a novel knowledge tracing method 

based on Concept Enhancement and Gating Mechanism 

(CEGM). Knowledge tracing assesses learners’ knowledge 

degree and predicts students’ academic outcomes by examining 

their historical interaction with intelligent tutoring systems. 

The method first introduces “knowledge absorption gate” and 

“knowledge updating gate” to better quantify students’ 

knowledge mastery and forgetting level. Then, the joint 

embeddings of questions and associated knowledge concepts as 

inputs for the model, and employs a two-parameter logic model 

to enhance the conceptual representation and the model’s 

interpretability. Finally, our research comparing the CEGM 

with 14 baseline models on six datasets show that the CEGM 

significantly outperforms the other models. In addition, an 

ablation study further validates the validity and soundness of 

the CEGM approach. 

Index Terms—deep learning, gating mechanism, item 

response theory, knowledge tracing, memory networks 

I. INTRODUCTION 

ITH the emergence of large-scale online learning 

platforms, an abundance of educational data has been 

accumulated. Analyzing this data effectively is crucial for 

evaluating learners’ knowledge levels and offering 

personalized guidance. Knowledge Tracing (KT) can 

analyze students’ interaction data to measure their 

knowledge acquisition and forecast their upcoming 
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performance. Scholars like Yu et al. [1] have used KT to 

reveal learners’ potential knowledge states and make 

personalized recommendations. Fig.1. illustrates the KT 

process, showing a student’s responses to six mathematical 

questions covering five knowledge concepts (kc1-kc5). 

Questions q1, q3, and q5 are answered correctly, and q2 and 

q4 are answered incorrectly. The state of student mastery of 

the 5 knowledge concepts is represented by radar charts. KT 

analyses the responses to the previous questions for 

predicting the correct answer to the sixth question. Machine 

learning and deep learning are the two core technologies in 

the field of knowledge tracing. 

The classic, traditional approaches to knowledge tracing 

encompass Bayesian Knowledge Tracing (BKT)[2] and 

Additive Factor Modelling (AFM)[3]. Corbett and Anderson 

introduced BKT in 1994, utilizing it to monitor students’ 

knowledge acquisition as they engage in skill practice. 

Additionally, Hidden Markov Models (HMM)[4] and 

Bayesian Belief Networks(BBNs)[5] are probabilistic 

graphical models that are frequently employed in BKT. The 

AFM uses logistic regression to predict students’ knowledge 

mastery grounded on multiple factors [6].  

Recently, the Deep Knowledge Tracing (DKT) model has 

emerged[7], inspired by deep learning techniques[8]. Neural 

Network (RNN)[9] was first applied to knowledge tracing. 

Since then, different types of RNNs like Long Short-Term 

Memory Networks (LSTM)[10] and Gated Recurrent Units 

(GRU)[11] have been created and used a lot for predicting 

time series and recognizing patterns. For example, 

Huang[12] improved LSTM by combining the attention 

mechanism and constraint function to enhance the precision 

in prediction. Li et al.[13] introduced a pattern recognition 

method using LSTM, aimed at dealing with multimodal 

heterogeneous data fusion and feature learning, which 

improved the classification accuracy; Berradi et al.[14] 

conducted a comparative analysis of RNN, LSTM, and 

GRU based on mean square error and the hidden layer's 

node count. Because BKT and DKT did not adequately 

account for the relationship between individual knowledge 

points and questions. Zhang et al.[15] introduced the 

Dynamic Key-Value Memory Network (DKVMN) to track 

students’ understanding of related knowledge concepts. 

DKVMN employs key-value matrices to store details about 

students’ knowledge points and their mastery levels. 

Subsequently, many researchers have improved the 

DKVMN based on students’ behavioral dominant factors, 

dependencies between knowledge points, and difficulty 

levels [16]-[18]. Despite the notable achievements in 

DKVMN modeling research, several unresolved issues 

remain:
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Fig.1.  A descriptive example for the task of tracing knowledge. The diagram’s left section details five knowledge concepts, and right section displays a 

student’s reactions to those concepts and their corresponding knowledge states. Here, “√” and “×” represent the student’s correct and incorrect responses, 

respectively.  

First, the existing methods do not adequately consider the 

fact that students will choose different problem solving 

strategies according to their proficiency in the actual 

problem solving process, which will affect their levels of 

various knowledge points. Second, Second, the updating of 

the mastery of a single knowledge point cannot fully and 

accurately reflect the extent of students’ forgotten 

knowledge over time. Third, the random initialization of 

knowledge concepts and mastery levels in the DKVMN 

model prevents the model from effectively capturing the 

intrinsic characteristics of each knowledge concept. 

To respond to the aforementioned obstacles, this research 

proposes a KT method built on concept enhancement and 

gating mechanism. The method draws on the principles of 

the GRU and designs two gates to quantify students’ 

knowledge acquisition and forgetting. Furthermore, In 

addition, by combining questions and knowledge concepts 

as inputs to the model and introducing a two-parameter logic 

model, not only the expressiveness of the knowledge 

concepts is enhanced, but also the interpretability of the 

model is improved. 

This article’s major contributions are highlighted below: 

⚫ We design the “knowledge absorption gate” and 

“knowledge update gate” to quantify students’ actual 

mastery of knowledge and levels of knowledge 

forgetting, thereby more accurately reflecting their 

learning state.  

⚫ We utilize a combination of knowledge concepts and 

questions as the model’s input, and employ a 

two-parameter logistic model to enhance the 

expressiveness of the knowledge concepts, and further 

enhancing the model’s interpretability. 

⚫ We contrast the CEGM model against 13 benchmark 

models within the realm of deep knowledge tracing. 

The findings from the experiments indicate that the 

CEGM model significantly surpasses the majority of 

these standard models, thereby validating the efficacy 

and soundness of the approach. 

II. RELATED WORKS 

A. Problem Definition 

Knowledge tracing works towards predicting students’ 

future academic performance by analyzing their interaction 

data on learning platforms and modeling their current 

knowledge state. This process can be formalized as follows: 

Suppose that the set of knowledge concepts 

1 2 3{ ,  ,  , ... }tC c c c c=  contains the question set 

1 2 3{ ,  ,  , ... }tQ q q q q= . Each question 
tq Q may 

present varying levels of difficulty. While a student is 

involved with the question set Q, an interaction sequence 

1 2 3 1{ ,  , , ... }t tX x x x x −= is generated. 

Here ( , , )t t t tx q c a=  denotes the student’s response to the 

question 
tq  at time t. 0ta =  denotes the wrong answer 

and 1ta =  denotes the correct answer. 

1 1(  1| ,  )t t tP a q X+ +=  denotes the probability of the 

student giving a correct answer in the subsequent time point 

(t+1). 

B. Deep Learning Knowledge Tracing 

Over the past few years, deep learning methods have been 

more frequently employed in KT. At present, the 

predominant deep knowledge tracing models mainly belong 

to the subsequent classes: 

1) Knowledge tracing models based on RNNs: DKT 

pioneered the use of RNNs in knowledge tracing models. Its 

subsequent improved versions include DKT+[19], 

DKT-DSC [20], and DKT-Forget [21]. Specifically, DKT+ 

enhanced the coherence of knowledge state prediction by 

merging a regularization component into the loss function; 

DKT-DSC used the K-Means algorithm to assess the 

learning level of students and dynamically assigns them to 

groups of similar ability; and DKT-Forget incorporated 

information about the forgetting mechanism into the DKT 

model. These improvements aim to capture students’ 

learning process and knowledge acquisition more precisely. 

2) Knowledge tracing models based on attention 

mechanisms: Attention mechanisms can efficiently process 

sequential data. AKT [22] first introduced monotonic 

attention methods into knowledge tracking models and 

achieved excellent prediction performance. Later, many 

scholars also made various optimizations rooted in the 

attention mechanism. As an example, Long et al.[23] 

proposed a collaborative multi-attention mechanism for peer 

sequence retrieval; Choi et al.[24] applied an attention 

mechanism in their encoding-decoding layer to process 

practice-response data; Pandey et al.[25] introduced a 

relationship-aware self-attention layer that integrates 
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contextual information; Zhang et al.[26] designed a multiple 

attention mechanism to better model the students’ learning 

and forgetting processes; and a sequential context-aware 

attention mechanism was proposed by Yin Wong et al.[27] , 

which is not dependent on the specific task. The 

introduction of attention mechanisms not only strengthens 

the ability of knowledge tracing models to capture important 

information, but also significantly improves the accuracy of 

prediction. 

3) Knowledge tracing models based on 

memory-enhanced networks: Researchers have promoted 

the development of knowledge tracing models by optimizing 

external memory structures, influenced by memory 

augmentation networks. Both KVMN [28] and DKVMN use 

memory network matrix to represent students’ knowledge 

states. Abdelrahman et al.[29] introduced Hop-LSTM to 

model the sequence of exercises. Deep-IRT model was 

proposed to augment the low interpretability of the 

DKVMN model. Chen et al.[30] introduced a prediction 

layer based on item response theory to generate interpretable 

prediction results. Tsutsumi et al. [31] further developed the 

learning process based on Deep-IRT by using separate 

networks for students and questions. Although these 

approaches improve the interpretability of the model, they 

are still inadequate in dealing with the inherent conceptual 

dependencies in learning. 

4) Knowledge tracing models based on graph neural 

networks: Graphical representations have broad 

applications in knowledge tracing tasks to deal with a 

variety of complex knowledge structures. The graph 

knowledge tracing (GKT) [32] transformed knowledge 

structures into a graph format, which not only boosted the 

predictive capability of the model but also its interpretability. 

The structured knowledge tracing (SKT) [33] model further 

explores the intrinsic connections between concepts by 

digging deeper into the multi-layered relationships. 

Additionally, graph-based item knowledge tracing (GIKT) 

[34] and the problem-entity-based graph (PEBG) [35] 

models both utilize graph structures to characterize the 

correlations between problems or knowledge points. Zhang 

et al.[36] utilized gated heterogeneous graph convolutional 

networks to effectively model connections between students 

and knowledge points. 

In summary, In the realm of KT research, deep learning 

approaches have yielded excellent results. However, 

knowledge Tracing approaches with Recurrent Neural 

Networks are susceptible to issues such as gradient 

explosion and vanishing when processing long sequences, 

which impedes their learning ability to effectively capture 

long-term dependencies. In contrast, knowledge tracing 

models that utilize attention mechanisms and memory 

augmentation networks exhibit limitations in terms of 

parameter interpretability. Furthermore, knowledge tracing 

models employing graph neural networks can enhance 

interpretability, but they also introduce increased complexity. 

Unlike other knowledge tracing models, the CEGM model 

integrates features from both the first and third types of 

knowledge tracing methods. This model is structured around 

two mechanisms: the knowledge absorption gate, which 

quantifies  how well students grasp particular knowledge 

concepts for practical use, and the knowledge update gate, 

which evaluates the extent of forgetting of previously 

learned material. Additionally, the model’s interpretability is 

improved by incorporating a combination of questions and 

related knowledge concepts as inputs, along with a 

two-parameter logistic model (2PLM) [37] to determine the 

possibility that students might respond future questions 

accurately. 

III. CEGM MODEL ARCHITECTURE 

The CEGM model’s structure is exhibited in Fig.2., it 

primarily comprises two components: the performance 

predicting module and the knowledge updating module. The 

performance predicting module encompasses three elements: 

determining the correlation weight, assessing knowledge 

mastery, and utilizing item response theory alongside model 

optimization. The knowledge update module is responsible 

for dealing with the two processes of knowledge forgetting 

and knowledge growth. 

A. Performance Prediction Module 

1) Calculation of Correlation Weight 

The question label tq is first passed through a feature 

Embedding Matrix)     eQ d
E R


  to get the question 

representation vector edq
te R ( ed  signifies the 

dimension of 
q
te ). Using Multi-hot encoding to process the 

knowledge concept label tc . The {0,1}C
tc  (C represents 

the count of knowledge concepts) corresponds to the 

question embedding vector 
q
te .The tc  reveals the 

association between the questions and each knowledge 

concept. The tc  passes through a linear layer to get the 

knowledge conceptual representation vector 
 
 
c
edc

te R , 

where
c
ed  represents hidden vector’s dimension. The 

knowledge conceptual representation vector 
c
te  is 

concatenated with the question embedding vector 
q
te , and 

then linearly transformed to get the integrated embedding 

vector ed
t R  . The above computational steps can be 

described in (1) and (2). 

 
c
t e1 t e1e =W   c +b

 
(1) 

  [ ]c q
t e2 t t e2=W  e , e +b

 
(2)

 

Where 1eW  and 2eW  are the weight coefficients, 1eb  

and 2eb  reprensent the bias vectors, and [·,·] denotes
 
the 

concatenation of the two vectors. t  not only 

encompasses the semantic details of the question but also 

integrates the conceptual information pertaining to the 

relevant knowledge. 

To quantify the degree of correlation between the 

questions and the underlying concepts. we perform an inner 

product operation on the integrated embedding vector t  

and each key matrix 
e
iM , and then compute the correlation 
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weights using a fully connected layer that contains a 

softmax activation function. The specific expression is 

shown in (3). 

 ( )e
t i tsoftmax M =  (3) 

Among them, 
e
iM  denotes the i-th row vector of the key 

matrix eM ,which stores knowledge points and has a size of 

eN d (N indicates the quantity of key matrix). The 

softmax activation function converts a vector into 

probabilities, as displayed in (4). 

 

1

( ) ( ) / ( )
K

i i j

j

softmax x exp x exp x
=

=   (4) 

In equation (4), ix represents the i-th element in the input 

vector, K is used to denote the totality of categories, and j 

indicates the category’s index. 

2) Level of Knowledge Mastery 

When students answer questions tq , their mastery level  

of the knowledge concepts tr  
can be determined by 

summing the relevant weights after multiplying them with 

the elements 
v
iM  of the value matrix 

v
tM , see (5). 

 

1

( )
N

v T
t t i

i

r M
=

=   (5) 

Where N signifies the collective number of value matrices, 

and T signifies the turn rank. 

The knowledge concept summary vector tv  is derived 

from combining the student’s knowledge proficiency tr  

with the integrated embedding vector t , which is then 

carried out by the fully connected layer with a activation 

function tanh. tv  incorporates the learner’s proficiency in 

knowledge and the difficulty level of the previous exercises, 

as shown in (6).  

 

 
 [ ] t v t t vv = tanh(W r , )+b  (6) 

Where vW
 

denotes the coefficient matrix, and vb  is the
 

bias term. The expression for the activation function tanh is 

shown in (7). 

 ( ( ) ( ))
( ) = 

( ( ) ( ))

i i
i

i i

exp x exp x
tanh x

exp x exp x

− −

+ −
 (7) 

3) Item Response Theory 

Although deep learning methods have demonstrated their 

power in improving the predictive performance of models, 

these models often suffer from the “black box” problem, i.e., 

their internal operating mechanisms are difficult to explain. 

The Item Response Theory (IRT) can well reveal the 

meaning expressed at the bottom of the model. Therefore, 

combining deep learning with IRT is ideal for improving the 

performance and interpretability of models. Nowadays, IRT 

has been extensively employed in the development of 

various models[38]-[39]. To intensify the understanding of 

knowledge concepts and represent their meanings more 

accurately in memory units, this research uses the powerful 

explanatory power of item response theory to predict 

students’ final scores. Specifically, we use a two-parameter 

logistic model to evaluate the probability tp  that a student 

will answer the question without error at time t, as illustrated 

in (8). 

 ( )

1

1 t t t
tp

exp
  − −

=
+

 (8) 

Where (0, )t   is the item’s discrimination parameter,
 

which indicates the differentiation of the student’s ability, 

( , )t  −  denotes the student’s ability parameter, and 

( , )t  −   is the item’s difficulty parameter. 

In
 

the CEGM model, because the knowledge concept 

summary vector tv is acquired by connecting and summing 

the knowledge mastery level tr  and the combined 

integrated embedding vector t . Therefore, the knowledge 

concept summary vector tv  covers both the knowledge 

state information of the student in answering question tq  

and the embedding information of question tq . The 

student’s ability characteristics t  can be calculated by 

passing the knowledge concept summary vector tv  

through the neural network. After processing integrated 

embedding vector t  through a neural network, the item 

difficulty t  and item discrimination t  can be acquired. 

These calculations are described in (9-11). 

 ( )t ttanh w v b  = +  (9) 

 ( )t ttanh w b  = +  (10) 

 ( )t tsigmoid w b  = +  (11) 

Where t  measures learners’ knowledge acquisition, t  

indicates concept difficulty, and t  represents ability 

differentiation at time t. The tanh and sigmoid functions are 

utilized in the neural network to map output values to the 

intervals (-1, 1) and (0, 1), respectively. 

As can be seen from the formula, the difficulty and 

discrimination of the item are mainly affected by the 

combined knowledge point vector t , and the students’ 

ability characteristics are determined by the knowledge 

point summary vector tv . Finally, we input the values of 

t , t , and t  into the IRT to determine tp . 

4) Model Optimization 

The model is trained by parameters such as question 

embedding matrix E, question-answer embedding matrix B 

and key matrix eM to derive the model’s predictive 

capability. To validate the discrepancy among the model’s 

predicted probability distribution and the actual labels, this 

study employs the Adam optimizer [40] to reduce the 
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cross-entropy loss between the predicted values and the true 

values, thus optimizing the model’s training. The expression 

method is described in (12). 

( log( ) (1 )log(1 ))t t t t

t

L a p a p= − + − −  
(12) 

Where L denotes the loss function, ta  denotes the true 

label and takes the value of 0 or 1, and tp  indicates the 

probability that the model predicts a positive class. The 

minus sign “-” is used to convert the value of the loss 

function to a positive value. 

B. Knowledge Update Module  

In this study, we design “knowledge absorption gates” 

and “knowledge update gate” to measure how well students 

remember and master specific knowledge concepts. 

Specifically, using the question-response ( ,  )t tq a  

interaction data to renew the learner’s knowledge capability 

matrix 
v
tM . According to (13), the interaction information 

to  is obtained after the student has answered the question 

tq . Then, the interaction information to  is mapped into 

the question-response vector vd
ts R  through the 

embedding matrix 
2   vQ d

B R


 . 

   t t t to q a c= +  (13) 

In the actual question-answering process, students 

typically apply the mastered knowledge concepts to answer 

questions. By incorporating the question interaction vector 

ts  with the knowledge mastery state matrix 

1 2 3( , , ,..., )v v v v v
t CM m m m m=  of each knowledge point, 

and going through a full connectivity layer to obtain the 

knowledge absorption gate 
  vC d

tG R


 . tG  can 

measure the extent to which the students have practically 

applied each knowledge point. The expression is shown in 

(14-15). 

 1 2 3,( , , ..., )t tS concat s s s s=  (14) 

 (   [ ] )v
t g t t gG sigmoid W S M b= + +  (15) 

Where the model constructs the question interaction
 

vector
  vC d

tS R


  by concatenating N question 

interaction vectors ts  of the same dimensions. The tG  

reflects the weights that students assign to different 

knowledge points when responding to questions relying on 

their individual knowledge acquisition.  

The absorbed knowledge state 
  vC d

tQ R


 . of the 

student at the current moment can be obtained from the 

product of the knowledge acquisition state matrix 
v
tM  and 

the knowledge absorption gate tG . The question 

interaction vector tS is concatenated with the learner’s 

knowledge absorption state vector tQ , and a linear 

transformation is used to compute the student’s knowledge 

growth vector 
  vC dv

tM R


 .The specific formulas are 

exhibited in (16-17). 

 
v

t t tQ G M=   (16) 

 (   [ , )] )v
t m t t mM tanh W Q S b= +  (17) 

Where 
2   v vd d

mW R


 is the learnable weight matrix that 

is used to linearly transform the inputs, and vd
mb R  is 

the bias vector to adjust the output after linear 

transformation. 

During the acquisition of new knowledge, students often 

gradually lose recall of previously learned information, with 

the extent of forgetfulness differing among various 

knowledge points. Therefore, we design the knowledge 

update gate mechanism to evaluate the extent to which 

students have forgotten knowledge. The knowledge update 

gate 
  vC d

tF R


 can be obtained by adding the questions 

interaction vector tS  with the state 
v
im  of every item of 

knowledge within the knowledge state matrix 
v
tM  through 

the fully connected layer. The expression is presented in 

(18). 

 (   [ ] )v
t f t t fF sigmoid W S M b= + +  (18) 

The knowledge update gate tF  can distinguish the 

degree of forgetfulness for students’ successively learned 

knowledge. By using the knowledge update gate tF  to 

update the students’ knowledge mastery state, it is possible 

to obtain the students’ new knowledge state 1
v
tM + . The 

particular computation step is depicted in (19). 

 1 (1 )v v v
t t t t tM F M F M+ = −  +   (19) 

Here, 
   

1
vC dv

tM R


+   denotes the new knowledge 

mastery state, (1 ) v
t tF M−  denotes the unforgotten part 

of the knowledge that the student has already mastered, and 
v

t tF M denotes the unforgotten part of the new
 
knowledge 

that the student has retained and demonstrated mastery of 

when answering the question at t time step. The 1
v
tM +  

will 

be used in the next question-answering activity.  

IV. EXPERIMENTS 

For the purpose of verifying the CEGM model’s 

effectiveness and rationality, this part will execute an 

experimental research to solve the following three key 

questions: 

⚫ RQ1: How does the CEGM model fare in comparison 

with the classical KT baseline models with regard to its 

predictive performance?  

⚫ RQ2: What are the effects of various parts(i.e., concept 

enhancement, forgetting mechanism, and item response 

theory) on the model’s performance? 

⚫ RQ3: How does the embedding dimension 

(Embedding_dim) affect the CEGM model’ performance?
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Fig.2.  Framework diagram of the CEGM model. 

A. Experimental Environment and Parameter Settings 

The experiment utilizes the wandb (https://wandb.ai) tool 

integrated within the pyKT (https://pykt.org/) platform to 

optimize model parameters. pyKT is a Python library 

constructed using Pytorch and intended for training DKT 

models. The experimental environment setting is displayed 

in Table Ⅰ. 

TABLE Ⅰ 

EXPERIMENTAL ENVIRONMENT CONFIGURATION 

Environmental name Configuration information 

Operating system Windows 11, 64-bit 

Development language Python 3.9.0 

Framework Pytorch 1.11.0 + Cuda 11.1 

CPU 12th Gen Intel(R) Core(TM) 

i7-1260P 2.10 GHz 

GPU NVIDIA GeForce RTX 3090 

RAM 16.0GB 

 

The experimental parameter settings are consistent with 

those in[41]. We use 80% of the dataset to train the model, 

and the leftover 20% acts as a validation set for evaluating 

the model performance. The dataset is randomly partitioned 

into five equally sized subsets, with four used for training 

and one for validation. We configure 200 epochs for training 

and apply an early stopping procedure to curb overfitting. 

The prediction layer has an embedding dimension of 64, and 

the hidden layer has a size of 128. The learning rates are 

specified as [1e-2, 1e-3, 1e-4, 1e-5], the dropout rates are set 

to [0.05, 0.1, 0.2, 0.3], the random seed options include [42, 

3407], the sequence length is fixed at 200, the size of each 

batch is configured for 64, and the memory slot size is 

determined to be 50. 

B. Datasets 

To meet the needs of this experiment, we  test the  

CEGM model’s predictive performance on six publicly 

available datasets. For detailed information about the 

datasets, please refer to Table Ⅱ. Table Ⅱ shows the statistics 

of information after preprocessing for each dataset, 

including the number of interactions, sequence length, 

questions, and knowledge concepts. Where “-” indicates that 

the dataset Satics2011 only contains knowledge concepts, 

and ASSISTments2015 only contains questions. 

⚫ ASSISTments2009(AS2009)： The dataset originates 

from the online platform ASSISTments and mainly collects 

mathematical exercise[42]. It includes 4151 students, 

337415 interactions, 4661 interaction sequences, 17737 

questions, and 123 knowledge points. 

⚫ Algebra2005(AL2005)： The dataset is sourced from 

the 2010 KDD Cup EDM challenge, and comprises math 

questions collected from 2005 to 2006[43]. It includes 

information from 575 students, covering 1084 questions, 

813661 interactions , and 112 knowledge concepts.  

⚫ Bridge2006(BD2006)：  The dataset includes 1146 

students who answered 19258 different questions, 

generating a total of 3686871 interaction records. These 

questions are further divided into 207790 sub-questions, 

each associated with one or more of 493 knowledge 

concepts. 

⚫ NIPS34： The dataset originates from the NeurIPS 

2020 Education Challenge[44]. We choose Task 3 and Task 

4 of the dataset to train the model. These two tasks include 

1399470 interactions, 9401 sequences, 948 questions, and 
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57 knowledge concepts.  

⚫ Statics2011(STA2011)：This dataset is extracted during 

an engineering statics course at Carnegie Mellon University 

in the fall 2011[45]. It covers 189292 interactions, 1034 

sequences, and 1223 different questions.  

⚫ ASSISTments2015(AS2015)：The dataset is collected 

in 2015 on the ASSISTments platform[46]. It contains 

682,789 interactions from 19,917 students, 19,292 

sequences, and 100 knowledge concepts. 

TABLE Ⅱ 

INFORMATION STATICS FOR EACH DATASET 

Datasets Interactions Sequences Questions 
Knowledge 

Concepts 

AS2009 337,415 4,661 17,737 123 

AL2005 884,098 4,712 173,113 112 

BD2006 1,824,310 9,680 129,263 493 

NIPS34 1,399,470 9,401 948 57 

STA2011 189,292 1,034 1,223 - 

AS2015 682,789 19,292 - 100 

 

C. Evaluation Indicators 

In our study, we consistently apply a 5-fold 

cross-validation method across all experiments to assess 

model performance. The metrics for evaluation reported 

consist of the mean Area Under the Curve (AUC)[47] and 

Accuracy (ACC)[48] scores. Here, ACC represents the 

samples’ portion that the model has accurately predicted. It 

usually serves as an indicator of overall classification 

effectiveness. An elevated ACC signifies superior classifier 

performance. AUC, on the other hand, pertains to the region 

beneath the ROC curve, utilized to appraise the 

classification impact across various thresholds. An AUC of 

50% suggests that the model’s performance aligns with 

random guessing. Typically, AUC scores vary between 0.5 

and 1, where higher numbers signify superior model 

performance. 

D. Methods of Comparison 

In this research, the performance of the proposed CEGM 

model is benchmarked against 13 exemplary KT baseline 

models. At the same time, a detailed introduction was 

provided for the main content of each model.  

◆ DKT(Piech et al., 2015)[7] ： builds a model 

representing students’ knowledge states through Recurrent 

Neural Networks (RNNs). 

◆ DKT+(Yeung &Yeung, 2018)[19]: uses regular terms 

to improve the consistency of KT model. 

◆ DKT-F(Nagatani et al., 2019)[21]：adds forgetting 

mechanisms to predict students’ performance. 

◆ KQN(Lee & Yeung, 2019)[49]: predicts students’ 

response scores by using dot product attention. 

◆ LPKT(Shen et al., 2021)[50]: predicts model by 

students’ knowledge state and learning gains. 

◆ IEKT(Long et al., 2021)[51]: estimates the students’ 

understanding of the question prior to predicting their 

response. 

◆ DKVMN(Zhang et al., 2017)[15]: uses static and 

dynamic matrices to store knowledge relationships and 

students’ mastery respectively. 

◆ ATKT(Guo et al., 2021)[52]: uses adversarial raining 

methods to improve the robustness and generalization of 

deep learning knowledge tracing models. 

◆ GKT(Nakagawa et al., 2019)[32]: employs a graphical 

representation to map knowledge concept links, 

transforming the KT into a time-based node classification 

problem. 

◆ SAKT(Pandey & Karypis, 2019)[53]: captures the 

connection between the KCs and the students’ historical 

interactions by a self-attention network. 

◆ SAINT(Choi et al., 2020)[24]: applies deep 

self-attention layers separately for exercises and responses. 

◆ AKT(Ghosh et al., 2020)[22]: captures the temporal 

distances between questions and the previous interactions 

among students by attention mechanisms.  

◆ AT-DKT(Liu et al., 2023)[54]: enhances the predictive 

accuracy of the DKT model using question tag and 

personalized prior knowledge. 

◆ SimpleKT(Liu et al., 2023)[41]: integrates the 

dot-product attention approach to discern the temporally 

relevant data within the student’s learning engagements. 

E. Experimental Results 

1) Comparison Experiment(RQ1) 

For the purpose of evaluating the CEGM model’s 

effectiveness this study compares the CEGM model with 13 

representative KT baseline models on six publicly available 

datasets. Table III and Table Ⅳ present the forecasting 

accuracy comparison results of the CEGM model and the 

traditional knowledge tracking benchmarks are evaluated 

with respect to AUC and ACC indicators, encompassing 

both the knowledge concept level (KC level) and the 

question level. It should be noted that, since the STA2011 

dataset provides only information on knowledge points, and 

the AS2015 dataset includes only question information. 

Therefore, we only report the AUC and ACC values of 

STA2011 at the level of knowledge and AS2015 at the 

question level in all experiments. The experimental results 

for LPKT and SimpleKT are cited from[41], the results for 

AT-DKT come from[54], and the results for the remaining 

models are all taken from[55]. 

The ‘—’ mark in the table indicates that the corresponding 

models do not report experimental results for that dataset. 

Additionally, the most outstanding outcomes are presented 

by using bold, and the second-best results are italicized. And 

∆DKT illustrates the advancement in the CEGM model’s 

performance against the DKT. 

As is evident from the data displayed in Table III and 

Table Ⅳ, the CEGM model has achieved impressive 

performance on multiple datasets, both in terms of KC Level 

and Question Level. Specifically, from the perspective of 

KC Level, the performance on the AS2009, AL2005, 

NIPS34, and AS2015 datasets is particularly outstanding, 

with AUC values that are 3.62%, 2.69%, 1.82%, and 3.52% 

higher than those of the DKT model, respectively. This 

indicates that the CEGM is significantly better than the DKT 

model at predicting students’ mastery of knowledge points.
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TABLE Ⅲ 

AUC PERFORMANCE COMPARISION BETWEEN THE CEGMMODEL AND CLASSIC KT BASELINE MODELS 

Models 
KC Level(All-in-One) Question Level(All-in-One) 

STA2011 AS2015 
AS2009 AL2005 BD2006 NIPS34 AS2009 AL2005 BD2006 NIPS34 

DKT[7] 0.7419 0.8146 0.8013 0.7681 0.7541 0.8149 0.8015 0.7689 0.8222 0.7271 

DKT+[19] 0.7424 0.8144 0.8019 0.7689 0.7547 0.8156 0.8020 0.7696 0.8279 0.7285 

DKT-F[21] — 0.8163 0.7984 0.7727 — 0.8147 0.7985 0.7733 0.7839 — 

KQN[49] 0.7361 0.8005 0.7935 0.7677 0.7477 0.8027 0.7936 0.7684 0.8232 0.7254 

DKVMN[15] 0.7330 0.7891 0.7981 0.7668 0.7473 0.8054 0.7983 0.7673 0.8093 0.7227 

ATKT[52] 0.7337 0.7964 0.7885 0.7658 0.7470 0.7995 0.7889 0.7665 0.8055 0.7245 

GKT[32] 0.7227 0.8025 0.8045 0.7681 0.7424 0.8110 0.8046 0.7689 0.8040 0.7258 

SAKT[53] 0.7085 0.7682 0.7738 0.7516 0.7246 0.7880 0.7740 0.7517 0.7965 0.7114 

SAINT[24] 0.6865 0.6662 0.7779 0.7860 0.6958 0.7775 0.7781 0.7873 0.7599 0.7026 

AKT[22] 0.7650 0.8091 0.8206 0.8017 0.7853 0.8306 0.8208 0.8033 0.8309 0.7281 

LPKT[50] — — — — 0.7814 0.8274 0.8055 0.8035 — — 

IEKT[51] — — — — 0.7861 0.8416 0.8125 0.8045 — — 

AT-DKT[54] — — — — — 0.8246 0.8105 0.7816 — — 

SimpleKT[41] — — — — 0.7744 0.8254 0.8160 0.8035 0.8199 0.7248 

CEGM(ours) 0.7781 0.8315 0.8195 0.8033 0.7868 0.8357 0.8196 0.8049 0.8286 0.7320 

∆DKT 3.62% 2.69% 1.82% 3.52% 3.27% 2.08% 1.81% 3.60% 0.64% 0.49% 

TABLE Ⅳ 

ACC PERFORMANCE COMPARISION BETWEEN THE CEGMMODEL AND CLASSIC KT BASELINE MODELS 

Models 
KC Level(All-in-One) Question Level(All-in-One) 

STA2011 AS2015 
AS2009 AL2005 BD2006 NIPS34 AS2009 AL2005 BD2006 NIPS34 

DKT[7] 0.7181 0.7882 0.8552 0.7028 0.7244 0.8097 0.8553 0.7032 0.7969 0.7503 

DKT+[19] 0.7191 0.7889 0.8552 0.7034 0.7248 0.8097 0.8553 0.7039 0.7977 0.7510 

DKT-F[21] — 0.7891 0.8535 0.7071 — 0.8090 0.8536 0.7076 0.7872 — 

KQN[49] 0.7179 0.7850 0.8532 0.7023 0.7228 0.8025 0.8532 0.7028 0.7978 0.7500 

DKVMN[15] 0.7144 0.7778 0.8544 0.7013 0.7199 0.8027 0.8545 0.7016 0.7929 0.7508 

ATKT[52] 0.7158 0.7774 0.8510 0.7010 0.7208 0.7998 0.8511 0.7013 0.7904 0.7494 

GKT[32] 0.7077 0.7825 0.8554 0.7009 0.7153 0.8088 0.8555 0.7014 0.7902 0.7504 

SAKT[53] 0.7017 0.7729 0.8460 0.6878 0.7063 0.7954 0.8461 0.6879 0.7879 0.7474 

SAINT[24] 0.6885 0.7538 0.8410 0.7176 0.6936 0.7791 0.8411 0.7180 0.7682 0.7438 

AKT[22] 0.7323 0.7939 0.8586 0.7318 0.7392 0.8124 0.8587 0.7323 0.8021 0.7521 

LPKT[50] — — — — 0.7355 0.8145 0.8554 0.7341 — — 

IEKT[51] — — — — 0.7375 0.8236 0.8553 0.7330 — — 

AT-DKT[54] — — — — — 0.8144 0.8560 0.7145 — — 

SimpleKT[41] — — — — 0.7320 0.8083 0.8579 0.7328 0.7957 0.7508 

CEGM(ours) 0.7441 0.8166 0.8559 0.7378 0.7489 0.8233 0.8552 0.7355 0.8037 0.7508 

∆DKT 2.60% 4.84% 0.29% 3.50% 2.45% 1.36% -0.00% 3.23% 1.68% 0.01% 

The CEGM model performs optimally on the AS2009, 

AL2005, NIPS34, and STA2011 datasets in terms of ACC 

evaluation metrics, with an improvement of 1.18%, 2.27%, 

0.60%, and 0.16% compared to the AKT model, 

respectively. Even on the BD2006 and AS2015 datasets, the 

performance of the CEGM model is only slightly inferior to 

that of the AKT model by 0.17% and 0.13%, showing strong 

competitiveness. This suggests that the CEGM model offers 

a significant advantage in forecasting the precision of 

students’ responses. From the perspective of the question 

level, the CEGM model also shows superior performance. 

On the AS2009 and NIPS34 datasets, the AUC values of the 

CEGM model are 3.27% and 3.60% higher than those of the 

DKT model, and the ACC values are also improved by 

2.45% and 3.23% respectively. Although the CEGM model 

do not achieve the highest scores on the AL2005 and 

BD2006 datasets, the gap with the strongest competitor is 

very small. 

In summary, Both the AUC and ACC metrics of the 

CEGM model outperformed or approached those of the best 
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baseline model across multiple datasets, showing significant 

improvement in almost all cases. Although the AKT 

baseline model is slightly better on the BD2006, STA2011, 

and AS2015 datasets, the main reason is that the AKT 

employs a monotonic attention mechanism for detecting 

short-term dependencies across various time scales. and 

implicitly models problem difficulty via embeddings based 

on the Rasch model, leading to superior performance when 

both knowledge concept level (KC level) and the question 

level information are available. 

However, the CEGM approach follows closely behind 

AKT in terms of AUC and ACC, and performs equally well 

or even better compared to best-in-class models such as 

AT-DKT and SimpleKT. The outcomes demonstrate that the 

CEGM model is not only proficient in capturing changes in 

students’ knowledge states but also in accurately predicting 

student performance. Thus, despite being slightly inferior to 

AKT on some specific datasets, the CEGM model 

demonstrates its value as a novel knowledge tracing method 

through its effectiveness and superiority. 

2) Ablation Study(RQ2) 

To ascertain the distinct impacts of each element within 

the CEGM model on overall effectiveness, we utilize the 

AS2009 dataset and perform an ablation analysis, with 

findings detailed in Table Ⅴ. Here, ‘w/o’ (an abbreviation 

for ‘without’) indicates that the corresponding component is 

removed from the CEGM model. 

⚫ w/o Item Response Theory (IRT)：indicates that only 

the Concept Enhancement and Gating Mechanism are used. 

⚫ w/o Concept Enhancement (CE)：indicates that only 

the Item Response Theory and the Gating Mechanism are 

used. 

⚫ w/o Gating Mechanism (GM)： indicates that only the 

Item Response Theory and Concept Enhancement are used. 

⚫ w/o IRT & CE & GM： indicates the simultaneous 

removal of the Item Response Theory, Concept 

Enhancement, and Gating Mechanism. 

TABLE Ⅴ 

ANALYSIS OF THE CONTRIBUTION OF DIFFERENT 

COMPONENTS OF THE CEGM MODEL ON THE DATASET AS2009 

Models 

KC Level 

(All-in-One) 

Question Level 

(All-in-One) 

AUC ACC AUC ACC 

CEGM 0.7781 0.7441 0.7868 0.7489 

w/o IRT 0.7746 0.7388 0.7798 0.7361 

w/o CE 0.7751 0.7386 0.7717 0.7359 

w/o GM 0.7742 0.7317 0.7728 0.7379 

w/o IRT & 

CE & GM 
0.7330 0.7144 0.7473 0.7199 

According to the data in the Table, each part of the 

CEGM contributes to its whole effectiveness. Specifically, 

the IRT component’ removal leads to a slight diminution of 

the model’s performance at the KC level, as indicated by a 

reduction of 0.35% in the AUC and 0.53% in the ACC. At 

the Question Level, the corresponding decreases in AUC 

and ACC are more substantial, at 0.70% and 1.28%, 

respectively. This highlights the important role of IRT in 

enhancing model accuracy.  

Similarly, removing the CE component leads to a 

decrease of 0.30% in the AUC and 0.55% in the ACC at the 

KC level, whereas the declines at the question level are 

1.51% for AUC and 1.30% for ACC, suggesting the 

importance of CE to model’s performance. The absence of 

the GM component results in an AUC reduction of 0.39% 

and an ACC reduction of 1.24% at the KC level, with larger 

declines of 1.40% in AUC and 1.10% in ACC at the 

Question level, demonstrating the considerable impact of 

GM on model accuracy. When all three components, IRT, 

CE, and GM, are removed from the CEGM model, the 

degradation in performance becomes even more pronounced, 

with the AUC and ACC metrics at the KC level falling by 

4.71% and 2.97%, respectively, and those at the question 

level declining by 3.95% and 2.90%, respectively. 

To sum up, the three components IRT, CE and GM are 

pivotal to the performance of the CEGM model at both the 

KC and Question levels. The integration of these three 

components significantly improves the model’s predictive 

quality, with the GM having the greatest impact on accuracy. 

It is worth noting that the simultaneous removal of all 

components results in a substantial drop in performance, 

which validates the effectiveness and practicality of the 

CEGM model. 

F. Hyperparameter Experiment(RQ3) 

To investigate how embedding dimensions influence the 

CEGM method’s performance, we conduct experiments 

using four dimensions: 8, 16, 64, and 128, ensuring study 

fairness and reliability. Across six datasets, we analyze and 

visualize AUC and ACC values for these dimensions, as 

illustrated in Fig.3. We also evaluate model prediction 

stability by examining the standard errors of our 

experimental outcomes. 

 
(a)  AUC and ACC of the dataset AS2009 

 
(b)  AUC and ACC of the dataset AL2005 
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(c)  AUC and ACC of the dataset BD2006 

 
(d)  AUC and ACC of the dataset NIPS34 

 
(e)  AUC and ACC of the dataset STA2011 

 
(f)  AUC and ACC of the dataset AS2015 

Fig.3.  Performance of CEGM model on four datasets across various 

dimensions. where (a-f) denote the AUC and ACC values on the six 

datasets. 

From Fig.3., we can see that the model’s performance 

fluctuates among various datasets because of differences in 

its embedding dimensions. With the growth of the 

embedding size, the AUC and ACC values of the CEGM 

model on the AS2009, AL2005, BD2006, and STA2011 

datasets show an initial increase and then a decrease. In the 

NIPS34 dataset, although the AUC value does not change 

much, the ACC value also experiences an initial increase 

and then a decrease. It is worth noting that in the AS2015 

dataset, both the AUC and ACC values have a continuous 

growth trend. This phenomenon indicates that different 

datasets display significant differences in the changes of the 

embedded dimensions of the model. 

With an embedding dimension value of 64, the model will 

achieve high AUC and ACC values on the AS2009, BD2006, 

and NIPS34 datasets. Setting the feature dimension to 32, 

the model demonstrates the capability to attain high 

performance indicators on the AL2005 and STA2011 

datasets. The AS2015 dataset obtains the best AUC and 

ACC performance with an embedding dimension of 128. 

These findings further demonstrate that the optimization of 

model performance is intimately connected to the qualities 

of a specific dataset, and that a particular embedding 

dimension cannot be applicable to all datasets. 

From the perspective of performance stability, the length 

of the error line reflects the stability of the model’s 

performance. A shorter error line equates to a more robust 

model performance. The model has high performance 

stability under different embedding dimensions on the six 

datasets, with a standout in the NIPS34 dataset, where the 

model performance is always close to the average. 

In a word, the model perform better with embedding 

dimensions of 32, 64 and 128. Nevertheless, after 

considering factors such as computational resource 

consumption, model complexity, the risk of overfitting, and 

ensuring the consistency of the experimental design, we 

select 64 as selected as the embedding dimension in the 

model training process. 

G. Knowledge State Visualization 

In order to visually display the changing trend of students’ 

knowledge mastery, we randomly select the interaction 

records of a student answering 30 questions from the 

AS2009 dataset for visualization and analysis, which 

reflects his or her mastery of five knowledge points (marked 

as kc1 to kc5). The particular outcomes are displayed in Fig.4. 

The top line of the graph corresponds to the knowledge 

areas associated with each exercise query, with various 

symbols used to differentiate among distinct knowledge 

areas. In this illustration, a student’s correct answer is 

denoted by ‘1’, while an incorrect response is denoted by ‘0’. 

The heatmap's core represents the student’s proficiency in 

each knowledge area, with color intensity denoting the level 

of proficiency. A darker shade indicates the learners’ 

proficiency in mastering the knowledge. 

Before starting the exercise, the initial knowledge of the 

student is set to zero. This state is continuously updated as 

the exercises are completed. Correct answers will improve 

the mastery of related knowledge points, whereas incorrect 

answers may lead to a decline in mastery. For example, 

when the student correctly answers questions 6 and 7 

involving “kc5”, the mastery level of “kc5” displayed in the 

fifth row of the heat map will be improved accordingly. 
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Throughout the exercise, the mastery of a point is not only 

determined by itself, but is also influenced by the mastery of 

related points. For example, after answering questions 22 

and 23 correctly in succession, the students’ understanding 

of “kc4” improves because these questions are related to one 

or more knowledge points. 

As the exercises are completed, the level of mastery of 

each knowledge point improves. According to Fig.4., it can 

be seen that the student has a firm grasp of “kc2”, “kc4” and 

“kc5”, and the mastery of “kc1” and “kc3” is relatively weak. 

With this kind of visual analysis, students can identify the 

knowledge points they have mastered and the parts that need 

further strengthening, thereby improve learning efficiency.

 
Fig.4.  An example of a student’s change in knowledge status when answering 30 questions containing 5 knowledge concepts. where the different shapes at 

the top and left indicate five different knowledge points. 

 

V. CONCLUSION 

This paper introduces a groundbreaking approach to 

knowledge tracing, i.e., the Concept Enhancement and 

Gating Mechanism-based Knowledge Tracing Model 

(CEGM). It effectively models students’ level of knowledge 

and predicts their future academic performance. The method 

quantifies both the degree of knowledge acquisition and the 

rate of forgetting by designing a “knowledge absorption 

gate” and a “knowledge update gate”, thereby capturing the 

dynamics of student learning with greater precision. 

Moreover, the technique includes details about questions 

and their linked knowledge concepts as inputs for the model, 

thereby improving the portrayal of these concepts. We also 

use a two-parameter logistic model to improve the model’s 

explanatory power. Contrastive experiments across six 

public datasets demonstrate that the CEGM model achieves 

higher predictive accuracy compared to various benchmark 

models. Further ablation studies confirm the method’s 

soundness and rationality. Even though the CEGM model 

has many advantages, there are still limitations: Fist, it has 

not yet fully considered the impact of factors such as 

solution time and number of attempts. Second the 

computational cost is relatively high due to its reliance on 

neural network structures. To overcome these constraints, 

forthcoming studies will concentrate on integrating acquired 

behavioral characteristics into the CEGM model to enhance 

its forecasting capabilities, and also on devising techniques 

to reduce computational load. 
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