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Abstract—Asymmetric key cryptography is crucial for se-
curing digital communications by encrypting data and ensuring
information integrity. The Rivest-Shamir-Adleman (RSA) cryp-
tosystem is widely used, with its security primarily relying on
the complexity of the integer factorization problem, particularly
the modulus N = pq. Adversaries attempting to factor the
prime factors p and ¢ have made specific assumptions, such
as targeting scenarios where p and ¢ exhibit vulnerabilities
like those in Pollard’s weak prime structures or when partial
knowledge about the least significant bits (LSBs) of these primes
is available. These weaknesses allow adversaries to efficiently
factor the modulus N in polynomial time, compromising RSA
encryption security. This paper broadens the understanding of
such vulnerabilities by introducing three additional forms of
near-square primes. These new forms express [V as p X ¢ in the
following ways: (a™ —r,)(b™ —71p) and (a™ +7r4)(b™ Fry), where
a and b are positive integers, and m is a positive even number. It
is assumed that ., and 7, corresponding to the LSBs of p and ¢,
are known to the attacker. This study demonstrates the efficient
factorization of N under these assumptions and quantifies the
impact of this attack on the number of primes. These findings
highlight a significant risk to RSA users and emphasize the need
for countermeasures to mitigate this attack’s potential impact.

Index Terms—asymmetric key cryptography, partial key
exposure attack, RSA cryptanalysis, RSA primes.

I. INTRODUCTION

NFORMATION Technology serves as the cornerstone

of contemporary society, permeating nearly every facet
of daily life. The rapid expansion of today’s technological
landscape generates an ever-increasing volume of data. As
this digital universe continues to expand, the imperative to
safeguard and preserve data privacy intensifies, a concern
shared by both individuals and organizations alike. Secu-
rity has long been a paramount issue within the realm of
computing, particularly concerning the secure transmission
of information and data across the Internet. Across various
channels, whether via the Internet or through smart devices,
reports of data thefts and breaches have shown a consistent
upward trend [1]. In response to these challenges, researchers
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and cryptographers tirelessly endeavor to innovate novel
cryptographic models and enhance existing cryptographic
algorithms. These advancements are geared towards practical
implementation in real-world applications, with the ultimate
aim of enhancing user privacy, fortifying data security,
strengthening authentication mechanisms, and addressing a
multitude of related features [2].

In the field of cryptographic algorithms, the RSA public
key cryptographic algorithm is notable for being one of
the earliest and most widely used asymmetric cryptosystem
[3]. Asymmetric cryptography is typically employed when
advanced security is prioritized over speed. It is commonly
used in digital signatures, blockchain technology, and public
key infrastructure (PKI) [4]. The contemporary applications
of the traditional RSA algorithm encompass activities such
as key exchanges [5], digital signatures [6], the functioning
of web browsers, chat applications, email services, VPN,
and other communication methods that require the secure
transmission of data between two parties [7].

The security of RSA relies on the significant difficulty of
factoring the product of two large prime numbers, known
as the integer factorization problem (IFP). Before continuing
into further details, it is crucial to understand the parameters
of the RSA cryptosystem. One key parameter is the RSA
modulus, denoted by N, which is obtained by multiplying
two large, randomly selected prime numbers, p and q.
Additionally, we compute ¢(N), the product of (p — 1)
and (¢ — 1), representing Euler’s totient function for N.
To enhance security and prevent factorization through trial
division, we carefully select p and ¢ such that ¢ < p < 2q.
Once ¢(N) is determined, we choose a random integer e,
ensuring that e is less than ¢(/V) and coprime to it. We then
compute the private key component d, which satisfies the
congruence equation ed = 1(mod¢(N)). As the outputs of
RSA key generation, N and e form the public key, while d
and ¢(N) are kept as the private key.

Earlier attempts to compromise RSA security, particularly
Pollard’s work in 1974 [8], identified vulnerabilities in cer-
tain prime structures that can be factored within polynomial
time—a task that modern computers can accomplish with
ease. Previous research has shown that primes with specific
traits, such as small factors in p — 1 and ¢ — 1, render the
product p - ¢ vulnerable to polynomial-time factorization,
especially using Pollard’s p—1 algorithm [8]. This algorithm
is highly efficient when the prime factors of both p — 1 and
q — 1 are small.

Another strategy to exploit RSA involves the assumption
that an attacker has partial knowledge of p and ¢. This
knowledge diminishes the difficulty of factoring N. Boneh
et al. [9] demonstrated that knowing the least significant bits
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(LSBs) of the RSA primes, particularly the lower half, is
sufficient for polynomial-time factorization of /N. Heninger
and Shacham’s random reconstruction algorithm further un-
derscores this efficiency, especially when approximately 57%
of the random bits for p and ¢ are known [10]. Maitra
et al. [11] subsequently introduced a combinatorial model
inspired by Heninger’s approach, successfully reconstructing
the LSBs of RSA primes through a refined brute-force attack.

In a different case, Abd Ghafar et al. [12] introduced a
specific attack strategy targeting the RSA modulus N. This
strategy is applied to instances where NV is the product of two
prime numbers, p and ¢, with p structured as p = a™ + 7,
and ¢ as ¢ = b™ + rg. In this context, r, and r, are
the least significant bits (LSBs) of the primes p and q.
Their method can operate efficiently within polynomial time,
assuming the LSBs of these prime numbers are known and
fulfill certain conditions. It is important to note that these
LSBs, often targeted in RSA attacks, are typically obtained
through side-channel attacks. Such methods remain a key
approach for extracting information during computation [13].
Side-channel attacks exploit various characteristics, including
computational time and power consumption during decryp-
tion [14], [15], heat emissions, electromagnetic radiation
from devices [16], cache behaviour [17], and even acoustic
emissions produced by the processor during computations
[18].

A. Contribution of This Paper

The authors of [19] have effectively demonstrated the
vulnerabilities associated with using near-square primes in
generating the RSA modulus N = pq. However, near-
square primes can inadvertently be used during the random
prime generation process for p and ¢. Note that this type
of N structure might unknowingly be widespread in real-
world applications today, as no existing cryptographic im-
plementation prevents its generation. Our research has shown
that the use of such primes can critically compromise RSA
security. Specifically, we present three scenarios where near-
square primes serve as factors in RSA. These scenarios are
configured as follows:

1) Case . p=a™ —r, and ¢ = 0™ — 1yp;
2) Case I. p=a™ + 1, and ¢ = b™ — 1p; and
3) Case Ill: p=a" — 1, and ¢ = b™ + 1y

In this study, we assume that an adversary has knowledge
of certain LSBs of RSA primes with near-square primes
structured. More precisely, if the attacker gains access to
the bits corresponding to r, and r, of RSA primes p and
q, then we can efficiently factor N without the need to
reconstruct the remaining bits of the primes. Our results
indicate that our attack can efficiently factor N within a
polynomial time frame, needing only a limited number of
LSBs, under the condition that RSA primes conform to these
specific structures. Additionally, we highlight the common
occurrence of primes that fit these structural criteria and the
absence of sufficient protections in standard RSA libraries
to avoid using such primes. This underscores the inherent
weaknesses in the existing RSA key generation process,
which could lead to RSA modulus that are susceptible to
our attack.

B. Organization of the Paper

The following sections of this paper are structured as
follows. Section II provides a crucial background overview,
detailing previous research that inspired and guided our
study. In Section III, we present the core of our work, includ-
ing the proof of our main attacks and numerical examples to
illustrate our findings. Next, Section IV quantifies the number
of vulnerable prime numbers affected by our attacks. This
is followed by a comparison of our results with existing
attacks that utilize known bits of primes in Section V. Finally,
Section VI concludes the paper by summarizing the key
takeaways and our conclusions.

II. BACKGROUND OVERVIEW

In this section, we revisit several lemmas and definitions
that are pivotal for the success of our attack. To begin, we
must establish the equivalence between (a™ —r)? in its
integer and decimal forms, as detailed in Lemma 1.

Lemma 1. Let ¢ and r be positive integers, and consider a
1.
power of 2, denoted as m > 2. If (a™ — r)2 is expressed as

a’® — ¢, then it follows that € is bounded by € < Sa™ 7.

Proof Let us consider the assumption that (™ — r)2 €
7, where a € ZT. We can then establish the following

inequality:
2 2
1 r
a—r)2 < |(ad"+——-r
@ 1)< (a4 - )
1
( m ra_%)Q)E
= a —_ =
2
7 L%
=a2 ——-a 2.
2
Given our assumption that (a™ —r)z = a% — ¢, it follows
that ¢ < Sa~ 2. n

Expanding upon the conditions outlined in Lemma 1, we
further define the upper limit and lower limit of (ab)% — N2z
in the subsequent Lemma 2.

Lemma 2. Consider positive integers a, b, r,, and r, and
let m > 2. Suppose a < b < (2a™ + 1), and define
N = (a™ —rg)(b™ —1p), where the maximum of r, and ry,
is denoted as N7. We also impose the conditions that r, <
2a% and r, < 2b%. Under these conditions, we establish
the following inequalities:

(rary)? < (ab)% — N# < 2% 1y, 4 % ~1.

Proof: In order to establish the lower limit of (ab)? —
1 . . - . . .
N2, our objective is to demonstrate the following inequality:

a™ry + b™r, > 2(ab) (rarb)%,
which implies
—(a™ry + b"r,) < —2(ab) % (rarb)%.
We can observe that:
(a%ré - b%r{%f =a™ry, +b"r, — 2(ab) % (rarb)%.
Since (a% rb% _bErd )2 is always positive, it follows that:

ary +0"r > 2(ab)% (rarb)%.

Volume 55, Issue 2, February 2025, Pages 422-430



TAENG International Journal of Applied Mathematics

Now, we proceed as follows:

(@™ =7y (0™ — rb))% = ((ab)™ 4+ rery — (a™rp +0™1y))

= (ab)% — (rqrp)?. (1)

Consequently, we have shown that from (1), we can write

[(@™ = 7a) (0™ = 74)]

which can also be expressed as (ab)Z — N2 > (r,rp)2.

[N

—(ab)® = N2—(ab)% < —(rqrs)?,

Now, we shift our focus tolestablish the upper limit. Ilt is
worth noting that (™ —7,)2 = a% —e; and (b —13,)2 =
b% — e,. Utilizing Lemma 1, we can deduce the following:

m m

m m
=(ab)2 —a2e—b2e€ + €16

m m T m Tq Ta Ty
> (ab)2 — 2 —0 + b2 —%  —. (2
ab) <a 2b= * 2a2> * 2a2 2b=2 @
If r, < 2a% and r, < 2b%, we have:
ram ' Tbm _ rarbm < 4(ab)i _ 1 3)
2az 2b2  4(ab)z  4(ab)>

For a < b < (2a™ + 1), we can rewrite (2) as:

NY2 _(ab)% > —

m Tq
> —((1)2 — 2)2 — 1
(22 @20+
Tp m_q
=——=-2 o+ 1
5 2 e+

m

This can be rewritten as (ab)2 — Nz < 2% lr, + 2 —1

In conclusion, the bounds can be expressed as (rarb)% <
(ab)® — Nz < 2% 1y, + e — 1. This concludes the proof.
|

Furthermore, we introduce a revised version of Lemma 3
to support the subsequent attack. This lemma will not only
be applied in the second LSB attack but will also play a

crucial role in LSB Attack Case III.

Lemma 3. Let a and b be positive integers, along with r,
and 7. Consider a power of 2, denoted as m > 2, with
the condition that a is less than b and both are less than
(2a™ 4 1) . If ry is significantly smaller than 2a% and 7,
is considerably less than 2b%, we establish that:

a™ry + 2(ab) % (rqre)? > b

Proof: Kindly refer to the proof of Lemma 5 in [19].
|
Building upon the findings of Lemma 3, we further define
. . .. 1 m .
the upper limit and lower limit of N2 — (ab)2 in cases

where the prime factors are represented as p = a™ +r, and
q =b™ — 1y, as elucidated in Lemma 4.

Lemma 4. Consider positive integers a,b,7,,75, and let
m > 2, subject to the condition that a and b satisfy
a <b< (2am+r,)m. Define N as N = (a™+r4) (b —73).
Given the additional assumptions that r, is significantly
smaller than 2a2 and ry, is considerably less than 2b%, we
can establish the following limits:

1 m
5(ra =) —1< N7 — (ab)® < (rqr)?.
Proof: Kindly refer to the proof of Lemma 6 in [19].

|

Conversely, expanding upon the results derived from

Lemma 3, we now turn our attention to establishing the lower

limit and upper limit of N2 — (ab)% when the primes of

modulus NV are expressed as p = a™ —r, and ¢ = 0™ + 1y,
as outlined below.

Lemma 5. Consider positive integers a, b, 7., and 7, where
m is a power of 2 with m > 2. It is essential that these
integers adhere to the condition a < b < (2a™ — ). We
define N as N = (a™ — r,)(b™ + rp,). Provided that r, is
significantly smaller than 2a2 and 7, is notably less than
207, we can establish the following limits:

(ry —7a)
s
Proof: Kindly refer to the proof of Lemma 7 in [19].
|
Before proceeding on the new attacks, we revisit and
clarify key definitions, specifically the terms “near-square
primes” and “sufficiently small.” These definitions were
initially introduced in the earlier works by Abd Ghafar et
al. [12] and Ruzai et al. [19], and they play a pivotal role
in justifying our cryptanalytic approaches. In the context
of this research, the term “near-square prime” is coined to
characterize a specific type of prime number.

—(14V2)(rar)? < N7 — (ab)? <

Definition 1. A prime p qualifies as a near-square prime if
it adheres to the following criteria:
e p can be expressed as p = a™ £ 7,.
« In this context, a represents any integer, while m stands
as a power of 2.
e Crucially, r, is a finite integer, and for the purpose
of practical consideration, it typically falls below a
threshold, such as r, < 100.

It’s worth noting that while the notion of near-square
primes was previously addressed from a theoretical perspec-
tive in the context of sieve approaches [20], this research un-
derscores its relevance and implications within cryptographic
settings. Prior works [21], [12], [22] and [19] from our team
have unveiled the vulnerabilities posed by such primes in the
RSA cryptosystem. This particular definition is integral to all
of the attack strategies detailed in this work and serves as
the foundation for our cryptanalytic approach to near-square
primes used in the RSA cryptosystem.

Definition 2. Consider an integer a and a power of 2 denoted
as m. If a prime number p can be expressed as p = a™ %1,
where 7, is an integer deemed ’sufficiently small,” we classify
such a prime p as an r,-near square prime.
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In real-world situations, the expression “sufficiently
small,” as defined in Definition 2, refers to integer sizes that
are practical for exhaustive searching within a foreseeable
time frame. To determine precise criteria for what qualifies
as “sufficiently small” in modern cryptographic contexts, we
suggest consulting the most up-to-date key size guidelines
provided by NIST (the National Institute of Standards and
Technology) [23].

III. NEw LSB ATTACKS USING NEAR-SQUARE RSA
PRIMES

1

By establishing the lower and upper limits of (ab) % — Nz
as described in Lemma 2, and the bounds of N2 — (ab) %
as detailed in Lemma 4 and Lemma 5, we have obtained
significant results that will be employed in our subsequent
attacks. This study focuses on the RSA near-square primes
p and q represented in the following cases:

1) Case L p=a™ —r, and g =0" — 1

2) Case I p=a™ +1ry, and ¢ =™ — 1y,

3) Case lll: p=a™ — 1, and ¢ = 0™ + 1

Consequently, we introduce the concept of Least Signifi-
cant Bits (LSBs) in the subsequent definition, based on the
representations provided for each of these cases.

Definition 3. (LSBs for Near-Square Primes). Let 1,12, m
be positive integers. Suppose we have RSA primes p and ¢
structured as p = a™ + r, and ¢ = b £ r,. Assume there
exist unknown values ag and by such that:

p=(2"ag)" £, (4)

and
q= (22 by)" £ (5)

We define r, and r}, as the k-least significant bits of p and
q, respectively. The value k£ must satisfy & < lym,lom and
adhere to the following conditions:

re = p (mod 2llm), (6)

and
r, =4q (mod 22™). @)

To identify prime numbers that meet the criteria outlined in
Equations (4) and (5), we examine the binary representations
of a™ and b,,. To satisfy the conditions for p = a™ £ r,
and g = b™ + 1y, the least significant bits (LSBs) of both a™
and b,,, must form a sequence of k consecutive zeros. Let us
denote the binary representation of @ as r,, and that of b as
Tp,. In this context, ¢ ranges from 1 to n. This concept can
be expressed as follows:

™ =TaTayTay  Tagu_ry  Tagmogsn " Tan  (8)
n — k many bits k many bits
of 1 and O’s of 0’s
bm = ’I“bl TbQT(,B s Tb(n—k) Tb(n7k+1) e rbn (9)
n — k many bits k many bits
of 1 and 0’s of 0’s

Efficient algorithms, such as the random reconstruction
algorithm, which has been further enhanced by other re-
searchers, can be employed to determine the values of r,
and r;, that satisfy the conditions in Equations (6) and (7).

In various contexts, including cryptography and digital signal
processing, the LSBs of numbers are of interest because
they can contain information or patterns that, if known
or manipulated, might have significant implications. For
instance, in cryptography, knowledge of the LSBs of certain
numbers may be exploited in side-channel attacks to gain
insights into cryptographic keys or operations.

A. New LSB Attack Case I

Theorem 1 shows that an RSA modulus can be factorized
in polynomial time if an adversary knows specific LSBs of
the RSA primes, particularly when the primes are nearly
square as described in Case I with p = a™ — r, and
q=>b"—myp.

In detail, if the attacker has access to the k-bits corre-
sponding to r, and 7, of the RSA primes p and ¢, they can
exploit this information. It is important to note that r, and
rp are odd integers, as the rightmost bit of an odd prime is
always 1.

Theorem 1. Consider positive integers a and b, where m
is a power of 2 wilth a less than b but still within the
range of (2a™ + 1)™. Let N be defined as the product of
(a™ —r,) and (b™ — rp), forming a valid RSA modulus.
Assume that r, = —p (mod 2™) and r, = —q (mod 2™)
such that r, < 2a? and r, < 2bZ%. Additionally, the
maximum value between r, and 7, is less than 2%. If we
have knowledge of k-least significant bits (LSBs) of both
p and ¢, and ok—1 (2% + 1) is sufficiently small, then it is
feasible to factor N in polynomial time.

Proof: We begin by considering Lemma 2, which pro-

vides the following inequality:

(rary)? < (@)F — N} <2% 7, + 21 (10)
We can rewrite Equation (10) as:

m m
2 2

Nl
W=

N? 4 (rqmy)? < (ab)% < N* +2% Ly, + % —1. 1D
Given that we know r, and 7, as the least significant bits
(LSBs) of the primes p and ¢ respectively, and assuming
these LSBs can be obtained through side-channel attacks,
we consider the maximum of r,,r, ~ 2¥ to be adequately
small. We then calculate the difference between the lower

and upper limits in Equation (11) as follows:
NF 425 g 5 1= N2 = ()
<2 (@F 1) [minfrm) )t — 1
= 2%(

=2""1(2% +1) —min{r,, rp} — 1.

2% +1
%) —min{rg,mp} — 1

12)

This calculation shows the upper limit on the number of
integers necessary to compute (ab)?. The task of com-
puting (ab)# can be achieved in polynomial time when
281 (2% +1) is sufficiently small.
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It is important to highlight that we can obtain (ab)™ by
simply squaring ((ab)T) Thus, we observe the following:
)" - )

=rery — ramy — (ab)™ +a"rp + 0",
=—(ab)™ 4+ a"ry + 0",

=a"rp + b"r, (mod(ab)™).

Note that, —(ab)™ (mod(ab)™) = 0. Given that r, < 2a%
and 7, < 2b%, we can establish that:

rary — N =ramp — [(a

a™ry +0"ry < (ab)™.

Thus, the computation of (a™r,+b"r,) can be accomplished
without modular reduction. Since we already know the values
of a™ry + b™re, 74,7y, and (ab)™, we can determine p and
q by solving the quadratic equation as follows:

Z% 4 (a1 4+ b™ro) Z + ((ab)™rary).

Solving this, we find two solutions which are Z; = —a™ry
and Zs = —b™r,. Given the knowledge of r, and r,, we
can compute
Z Z
a"=-"1 and p=-22
Ty Ta

Consequently, we conclude the proof by calculating the

modulus N:
N

bm — 1y,

=a" —r,.

|
The process for factorizing N = pq using Theorem 1 is
detailed in Algorithm 1. Below is the revised algorithm:

Algorithm 1 Factorization of N = pq = (a™ —r4)(b™ — 1)
using Theorem 1

Require: The integers N, m,r., 7
Ensure: The primes p and ¢
1: Initialize i = [(rqry)t/?].

2: while i < |22 711, + 22 — 1] do

2
Compute o = ({\W} + z)
Determine = = r,r, — N (mod o)

3

4

5: Solve the quadratic equation Z2 + xZ + orary = 0
6: Let zy = Z; and 2z = Z5
7

8

9

if %JLH or % # integer then
1+ +
else
10: end if
11: end while

12: Output p = 27 and ¢ = 25

B. New LSB Attack Case II

In Theorem 2, we present a method for efficiently factoring
an RSA modulus when an attacker has knowledge of specific
least significant bits (LSBs) of the RSA prime numbers. This
method is particularly effective when the prime numbers
follow a near-square prime structure as described in Case
II, where p is represented as a™ + 7, and g as b"™ — rp.
Specifically, the adversary gains access to the k-bit values
corresponding to r, and r, of the RSA primes p and q. We
introduce Theorem 2 to illustrate that with the bounds of

N3 — (ab)% derived in Lemma 4, it is possible to factorize
the modulus N = pq in polynomial time.

Theorem 2. Consider positive integers a and b, where m
is a power of 2. We ha}/e a < b, and they both lie within
the range of (2a™ + 1)™. Let N be defined as the product
of (a™ +ry) and (b™ — rp), forming a valid RSA modulus.
Assume that r, = p (mod 2™) and r, = —¢g (mod 2™) such
that r, < 24 and r, < 2b% . Additionally, the larger of the
two values, r, and rp, is less than 2%, If k least significant
bits (LSBs) of both p and ¢ are known, and 2* (2% + 1)
is sufficiently small, then it becomes feasible to factor the
modulus NNV efficiently within a polynomial time frame.

Proof: We start with the inequality provided in Lemma

4:
1 m
S(ra—m) —1< N7 —(ab)% < (rery)2.  (13)
We can rewrite Equation (13) as:
m 1
Nz — (rarb)% < (ab)? < N2 + Q(r“ —rpy)+ 1. (14

Suppose we have the least significant bits (LSBs) of primes
p and ¢ denoted as r, and 7, respectively. These LSBs
might be obtained through side-channel attacks. Given that
the max{r,, r, } ~ 2" falls within the range of being suitably
small, we can calculate the difference between the lower and
upper bounds of Equation (14) as follows:

1
N%—l—i(?“a—rb)—&-l—]\f%—i—(rarb)%

1
= E(ra — 1) + (rarp)? + 1

< 2k+1

m 1
Tl 5) — [(min{rq, 7 })?]2 +1

(
— 2]6%»1(27 + 1
2
=2"(2% +1) —min{ra,r} + 1.

) —min{rq,ry} +1
(15)

This calculation shows the upper bound on the number of
integers needed to compute (ab)Z. The computation of
(ab)% can be done in polynomial time if 2% (2% + 1) is
sufficiently small.

Note that (ab)™ can be obtained by squaring ((ab)?).
Therefore, we have:

N+ rary = (@™ 4 1r4) (0™ — 1) + 1arp
(ab)™ —a™ry, + 0" rg — roTy + Talb
= (ab)™ —a™ry + 0"y
since (ab)™ (mod(ab)™) =0
= ("r, —a™rp) (mod(ab)™).

Since r, and 7, are much smaller than 2¢% and 2b%
respectively, it follows that:

b™re —a™ry < (ab)™.

Thus, the computation of b™r, — a™r, can be performed
without modular reduction. Given that we already know the
values of b™r, — a™ry, 14,7, and (ab)™,we can solve for
p and q by solving the quadratic equation:

7%+ O rq —ary)Z — ((ab)"rars).
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Solving this equation, we identify two solutions: Z; = a™ry

and Zy = —b™r,. Knowing r, and r,, we can determine:

, Z Z

arn — 71 and bTVL — _72.
Ty Ta
Finally, we conclude the proof by computing the modulus
N:
o =a" +7rg.

This completes the proof. ]

We now describe the factorization of N = pq as outlined
in Theorem 2, which is implemented in Algorithm 2.

Algorithm 2 Factorization of N = pg = (a™ +71,)(0™ —13)
using Theorem 2

Require: The integers N, m,rq, 1
Ensure: The primes p and ¢

1: Initialize i = [(rqry)'/?].

2: while i < (r,7,)'/? do ,
3 Compute 0 = ([\/N} + z)
4 Determine z = N + 7,7 (mod o)
5: Solve the quadratic equation 72+ a2 —orgry =0
6: Let 21 = Z71 and z9 = Z5
7
8
9

. N N .
if = or - # integer then

tra 2
1+ +
else
10: end if
11: end while

12: Output p = 27 and ¢ = 25

C. New LSB Attack Case III

In Theorem 3, we present an approach to efficiently
factorize an RSA modulus when the attacker knows certain
least significant bits (LSBs) of the RSA prime factors.
This technique proves particularly effective when the primes
exhibit a near-square structure as detailed in Case III, where
p =a™ —r, and ¢ = b™ 4+ rp. In particular, the attacker
has access to the k-bit values representing r, and r, for the
primes p and ¢q. We introduce Theorem 3 to demonstrate that,
under the constraints specified by N2 — (ab)% as outlined
in Lemma 5, the RSA modulus N = pq can be efficiently
factorized.

Theorem 3. Let a and b be positive integers with m being
a power of 2, and llet a be less than b but still within the
range of (2a™ 4 1) ™. Define N as the product of (a™ — r,)
and (b™ + rp). Assume that r, = —p (mod 2™) and 7, =
q (mod 2™) with r, < 2a® and 7}, < 2b% . Additionally, if
the maximum value between r, and 7 is less than 2%, and
we know the k least significant bits of both p and ¢, and
2k (22 +1) is sufficiently small, then N can be factorized
within polynomial time.

Proof: Referring to Lemma 5, we derive the following
inequality:

1

—(1+V2)(rary)? < N? — (ab)% < =(ry —14). (16)

[\

We can rewrite Equation (16) as:

N %(rb_m) < (ab)% < N7 +(1+v2)(rary)?. (17)

Given the knowledge of the least significant bits (LSBs),
denoted as r, for p and r, for ¢, which can be obtained
through side-channel attacks, and considering the maximum
of these LSBs is max(r4,75) ~ 2F and is relatively small,
we can calculate the difference between the upper and lower
bounds of Equation (17) as follows:

(N% + (14 \@)(nﬂ’b)%) - <Né + %(Tb - Ta))

(18)

This calculation shows the maximum number of integers
required to determine (ab). If 2% (2% + 1) is sufficiently
small, this process can be completed in polynomial time.
As previously discussed, determining (ab)™ involves squar-
. m 2 . . .

ing ((ab) 2 ) . Now, consider the following expressions:

N +rqarp

a™ = 1) (0™ 1) +rerp

ab)™ 4+ rary + a™ry — 0y — rary
ab)™ +a™ry — bMr,

a™ry, —b"r,) (mod(ab)™).

—~ Y~~~

Given that r, < 267 and r, < 2b%, it is clear that:
a™ry —b"rg < (ab)™.

Thus, we can compute (a™r, — b™r,) without modular
reduction. With the known values of r,, 7, (ab)™, and
(a™ry, — b™r,), we can compute the primes p and g by
solving the following quadratic equation:

Z% 4 (a1 — b™ro)Z — ((ab)™rar).

From this equation, we identify Z; = —a™r, and Zs =
b™r,. With the known values of r, and r,, we can calculate:

m

Z Z:
a"=-"1 and =22,

b Ta

Finally, we can factor the modulus N by performing the
following calculation:

N
b + 1y,

This concludes the proof. [ |

Next, we outline the steps to factorize N = pq according
to Theorem 3, as illustrated in Algorithm 3. The updated
algorithm is presented below:
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Algorithm 3 Factorization of N = pq = (a™ —rq) (0™ + 1)
using Theorem 3

Require: The integers N, m, 74,7
Ensure: The primes p and ¢
1: Initialize i = [—(1 + \/Q)(rarb)%—‘.
2: while i < 1(r, —r,) do

2

3 Compute 0 = ([\/N} + z)

4 Determine z = N + 7,7 (mod o)
5: Solve the quadratic equation Z2 4+ 2Z — oryry = 0
6: Let 21 = —Z7 and 29 = 25

7 if % or % = integer then
8 4+ +

9 else

10: end if

11: end while

12: Output p = 27 and ¢ = 25

IV. COUNTING NUMBER OF VULNERABLE
NEAR-SQUARE PRIMES

Upon examining Equations (8) and (9), it becomes clear
that 74, through 74, _, represent the binary representations
of squared numbers, and the same applies to 75, through
Tb(,_x - 10 the following theorem, our goal is to identify the
squared numbers with n — k bits.

Theorem 4. For a large positive integer n and a small
positive integer k, there are at least 272—\/5(2"”“ )%J number

of square primes within the range (2"~%~1 27~k — 1),

Proof: Let us define the set X = {27}, where i ranges
over the positive integers. This set consists of all squared
numbers falling between (2”*’“’1, on—k 1). Specifically,

Tkl g2 < onh .
This can be rewritten as:
1 1
@2 F Nz <gy < (27F 1),

which implies

@ P13 < gy < (((2"*’“)% _ 1) ((2”*’“)% + 1))% .

To determine the smallest number of squared values within
the interval from 27~%~1 and 2"~% — 1, we need to calculate
the integer difference between the upper and lower bounds
as shown in Equation (19). This is computed as follows:

(bt =1) (2 1)) - i
Now, let us simplify (19) further: (19)

> (e -1) (@i 1)) - @i
= (((Q”k)é _ 1)2>é _ (2n7k—1)%

_ (2nfk)% _1_ (ankfl)%J

- 2_7\/5(2”*’“)% - 1J :

| IS

5 (20)

In the context of a sufficiently large positive integer n and
a relatively small positive integer k, we can approximate the
expression in the last line (Equation 20) as:

F _2\@(2"—’“)% - 1J ~ f _2\/5(2"—k)éJ .

This concludes the proof. ]

Theorem 5. Consider positive integers a and b, where m >
2, and a and b satisfy the condition a < b < (2a™ + 1) .
Let N = pg = (a™ £ r,)(b™ F r,) be a valid RSA
modulus, where r, = p (mod 2™) and r, = ¢ (mod 2™).
It is further given that r, < 2a”/? and 7, < 2b™/2, and
max{r,,m,} < 2¥. Let 2 > 0 be an integer such that 2>
represents the smallest squared number with an n-bit size.
Under the condition that 2% (2% + 1) is sufficiently small
and we have knowledge of k£ LSBs of both p and ¢, there
are at most

2-V2 0kl 2k 2k
{ 2 ¢ k)J IOg(x)z+log({#(2"7k)ﬂ+x)2

potential candidates for p and ¢ such that p = a™ + r, and
q = b™ F rp, each having a size of n bits.

Proof: Let’s consider the situation where 22 is the small-
est perfect square number with n — k bits. We introduce the
prime-counting function 7(x), which counts prime numbers
between 22 and the larger of max{r,,r,} + 22, defined as
follows (Equation 21):

max{ry,ry} + 22 z?

m (z) = log (max{ry,rp}) + 22 B

g2 1)

We can make an approximation of (21) as follows:

. max{ry,rp} + 2° x?
- log 2  log 22
max{rq,rp} + 2> — 2%  max{re,m}
B log 22 ~ logx?
2k
log 22’

Now, referring to Theorem 4, we know that there are ap-
proximately {% (2n—F) %J squared numbers with n—k-bit
sizes. In this context, 7} (x) for consecutive squared numbers
can be represented as follows:

Qk:

m(l+z) <

m(2+2) < g 21 2)°

™ ({22\@(2“’@)# —l—x) < 2 -
log QZ_Q—‘E(Q"*’“)%J +x)

(22)
We can represent the summation given in Equation (22) by
applying the formula for the sum of an arithmetic progres-
sion. This formula involves multiplying the number of terms
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indicated by ¢ by the average of the first and last terms in
the progression, and then dividing the result by 2. In other
words, 75 can be expressed as

o)

> .

1 N2
= log (¢ + x)

{Mm—k)%J (n;(z) + Q%m—k)ﬂ + x))

2
2—V2, k1 2k 2k
< {T@n k)éJ log ()2 : 3
o8\ log ({272\/5(2n—k)§J +z>
This concludes the proof. [ |

The outcome derived from Theorem 5 demonstrates the
existence of a notable quantity of prime numbers that meet
the conditions outlined in the attacks presented in Section
III.

V. COMPARING RESULTS

In this section, we compare our findings with existing
attacks that involve known bits of primes. Table I compiles
a summary of all these attacks.

TABLE I: COMPARISON OF OUR METHOD AGAINST EXISTING
ATTACKS WITH KNOWN BITS OF PRIMES

Cryptanalysi Position of] Conditions for Benefits/
TYPLanalystSiy nown bits bits of primes Drawbacks
[24] LSBs or 0.5 of the bits
MSBs of porgq
Any log,(2) ~ 0.7
[25] position of the bits .
(in blocks) of porgq Benefits:
5 Fast speed
rp = N
s
Any rq =N Drawbacks:
[10] position o1 +02 > _0-57 Requires lot
of the bits of known bits
of porgq
rp =N 1
ry = N%2
[11] LSBs 014+ d2>0.5
of the bits
of porgqg
Tp,Tq < 2k
where 2% is
[12] LSBs sufficiently small Benefits:
k
with rp,rq < Nlog2 N Fast speed,
requires less
o < 2a™ /2’ of known bits
m/2
New LSB o < 26777, R Drawbacks:
Attacks max{ra, Tb}y: 2 Requires specific
(Theorem 1 LSBs |where 2¢71 (27 +1 hardware to
- is sufficiently small | conduct side-
Theorem 3) . k channel attack
with g, 7y < Nlos2 N

VI. CONCLUSION

In conclusion, this study significantly extends our previous
research by highlighting a critical vulnerability inherent in
the structure of RSA primes. We have shown the risks
associated with using near-square primes in the generation of

the RSA modulus N = pq. It is crucial to acknowledge that
during the random generation of primes p and ¢, the acciden-
tal selection of near-square primes is a real possibility. This
structural characteristic of N might unknowingly be present
in current cryptographic applications, as no existing cryp-
tographic implementations actively prevent the generation of
such primes. Our research reveals the potential risks of using
these primes, which can severely compromise RSA security.
Specifically, we present three scenarios where near-square

rimes are key components of RSA factors, configured as
ollows:

1) Case I: p=a™ —rq and ¢ = 0™ — 1p;
2) Case II: p= a™ + Ta and q= pm o
3) Case III: p= a™ — T and q= pm 4 .

In our study, we assume that potential adversaries may
have knowledge of specific least significant bits (LSBs)
within RSA primes that feature these near-square prime
structures. Specifically, the attacker gains access to the bits
corresponding to 7, and 7, within the RSA primes p and gq.
Our findings show that our attack can factor NV in polynomial
time with only a small number of LSBs, as long as the RSA
primes exhibit the defined structural characteristics.
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