
 

  

Abstract—In today’s rapidly changing computer vision and 

motion capture technology, the detection of moving objects has 

become an indispensable key link in numerous scenarios. Visual 

background extractor (Vibe) is a kind of method with low 

computation, well real-time performance, simple and efficient 

characteristics. Vibe has been applied in various fields. It can be 

classified as three stages of the initialization of the background 

model, extracting the foreground pixels and updating the 

background model to accurately capture the dynamics in the 

image. In this paper, the neighborhood random selection way 

and secondary sampling factors are proposed to select pixels for 

filling and updating the sample library. Firstly, the dataset with 

the same size as the input image is established, and then it is 

filled with original images based on eight-neighborhood 

random selection method (ENRSM). Even if the sample size is 

limited, it is still enough to fill the entire sample database Next, 

the initialization step of the background model is performed, 

which records the value of each pixel at the same position at the 

past moment, or the value of the eight-neighborhoods of the 

pixel. To distinguish between foreground and background, we 

will calculate the Euclidean distance between the individual 

pixels in the new input image and the pixels in the pixel sample 

database. Based on the calculated distance, we classify the pixels, 

which enables the segmentation of the foreground image. The 

set subsampling factor is used to update the background sample 

library. The detection results of the proposed method illustrate 

the adaptability of scene, real-time monitoring and robustness 

facing complex environments. Vibe method can be not affected 

by the speed of object movement, but there still exists the ghost 

phenomenon in the foreground detection image. The resolution 

of light and image also affect the detection results. 

 
Index Terms—dynamic detection, background modelling, 

neighborhood random selection, secondary sampling factor, 

foreground image segmentation. 

 

I. INTRODUCTION 

IN the continuous evolution of computer vision and 

dynamic capture technology, moving object detection has 

always been a high-profile research direction in the field of 

machine vision [1][2]. In this field, the widely used technical 

methods include optical flow method [3][4], the inter-frame 
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difference method [5][6], and the background difference 

method [7]. Optical flow technology [4] requires powerful 

computing power and specific hardware devices to accurately 

measure the optical flow information of image pixels to 

achieve the detection of moving targets. In the detection 

process, the frame difference method [5][6] often uses time 

intervals or consecutive multi-frame images for differential 

comparison. Although the principle based on this method is 

relatively straightforward and the calculation process is 

relatively simple, the image outline generated by it may be 

discontinuous, and there will be holes in the outline. By 

comparison, background subtraction methods [8] [9][10][11] 

make difference between the current video frame image and 

the background image, so as to obtain the image of the 

moving object, but it has higher requirements for the 

background image. The background image needs to remain 

motion-free and instantly adjust to match changes in the 

surveillance scene. Due to its low computational complexity, 

efficient running rate, and excellent detection performance, 

the Vibe algorithm has attracted extensive attention and 

practical application in the academic community, and the 

relevant research results can be found in Ref. [12], [13], and 

[14]. In the field of computer vision, especially for moving 

object detection, the Vibe algorithm has shown significant 

contributions. Table 1 summarizes the core features of the 

Vibe algorithm, which provide a solid foundation for 

follow-up processing tasks such as target tracking, and are 
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Table 1. Characteristics of Vibe method. 

Characteristic Achieved effect 

adaptation 

The Vibe method can adapt to target changes under 
different lighting conditions and detect abnormal 

behaviors, such as intrusion and traffic violations, 

which makes it more effective for object detection 
and object tracking under various environmental 

conditions. 

instantaneity 

The Vibe continuously performs data processing on 

each frame of the input video. The processing speed 

of the data is millisecond level, and the input video 

is detected in real time. This method can detect all 
kinds of emergent situation and has good real-time 

performance. 

robustness 

The Vibe uses a pixel-based background modelling 

approach to distinguish between the foreground and 
background by building a background model for 

each pixel. This method possesses well robustness 

to illumination change, background disturbance and 
other factors, and can accurately detect the moving 

objects in complex environments. 

innovation 

The Vibe uses non-parametric model in background 
modeling and updates the background model by 

randomly selecting the background pixel values. 

Compared with the traditional parameter modelling 
method, this method is more flexible and adaptable, 

and can better deal with various complex situations 
in practical applications. 
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widely used in many important scenarios such as intelligent 

monitoring systems [15], unmanned aerial vehicle 

applications [16], aerospace applications [17], and national 

defense and military [18]. 

The unique nature of the Vibe algorithm in the field of 

computer vision lays an important foundation for the 

subsequent execution of tasks such as object tracking [19]. 

For example, the Vibe method can be used for traffic 

monitoring [20] and vehicle identification [21] in the field of 

intelligent and efficient transportation [22], to help traffic 

management department improve traffic management and 

safety performance. The Vibe can also accurately capture all 

the dynamic effective information in the storage, greatly 

saving storage space, and it is more convenient to access the 

saved data. In the field of machine vision, Vibe can be used 

for tasks including human pose estimation [23][24], gesture 

recognition [25] and behavior analysis [26], which provides a 

powerful tool for various applications. In addition, Vibe can 

also be combined with other algorithms, such as Canny edge 

detection method [27], image mosaics [28], etc. 

After entering the 21st century, the rapid progress of 

computer network and multimedia communication has 

prompted people’s demand for information transmission 

speed to increase. Under the wave of technological 

advancement, people are increasingly preferring more 

intuitive and expressive forms of video communication such 

as animation, film and television works, video calls and video 

surveillance than traditional means of communication such as 

voice, pictures and text. The emergence of video 

communication has produced a large amount of video data, 

especially in the field of video surveillance. Video 

surveillance is a key tool to maintain social order today. 

There are a variety of camera equipment in roads, stations, 

campuses, airports, office buildings and other scenes. There 

is a widespread demand for motion capture technology in 

various fields such as healthcare, public security, education, 

and military [33][34][35]. Currently, most devices operate 

around the clock and are dedicated to collecting video data to 

ensure that information is fully recorded without missing any 

details. However, this mode of operation inevitably leads to a 

sharp increase in the amount of information stored and the 

inconvenience of retrieving specific information.  

Video is essentially a sequence of images, a continuous, 

dynamic, multimedia information presentation form that 

contains images and sound [36]. It has the characteristics of 

continuity, dynamics, combination of image and sound, 

encoding and storage, multimedia and transmission. A video 

is composed of a series of static images (frames) that are 

played continuously at a certain speed (frame rate), resulting 

in a dynamic effect. When the frame rate is high enough, the 

human eye will perceive these static images as continuous 

motion. It can capture and display the changes of objects or 

scenes in the passage of time, such as object movement [37], 

expression transformation [38], and scene switching [39]. 

Motion capture module captures these changes in the video 

exactly. These changes are identified as foreground to show 

to the user. The essence of an image is a giant matrix. Each 

matrix element represents a pixel value in the image. The 

Vibe method can be regarded as a pixel-level dynamic 

modelling approach that identifies and processes each pixel 

separately, which makes Vibe perform well in dynamic 

detection tasks [40][41][42]. 

The paper is organized as follows. Section I introduces the 

research background and the related work, and outlines the 

characteristics of the Vibe method. Section II presents the 

adopted Vibe method for dynamic modelling. Section III 

describes the experimental results and corresponding analysis. 

Finally, conclusions and future work are drawn in Section IV.  

II. ADAPTIVE VISUAL BACKGROUND EXTRACTOR 

Vibe’s motion capture technology is based on dividing 

video content into two parts: a static background and a 
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Fig. 1. Flowchart of dynamic modelling method. 
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dynamic foreground. In order to deal with the instability of 

pixel changes, we have adopted ENRSM in the image update 

process. The whole operation process mainly consists of 

three major links. After summarizing the entire process, we 

highlighted the application of ENRSM, the initial 

establishment of the pixel sample database, the separation of 

foreground pixels, and the real-time updating of pixels. 

As shown in Fig. 1, the format of each frame is firstly 

converted from RBG to BGR format to adapt to the compiler 

during the video input. Then the BGR images are converted 

to gray-format for easier data processing. The dimensions of 

the video are read when the video is input, and a sample 

library with the same dimensions as the video is created. The 

eight-neighborhood random selection method is used to fill 

the sample library with the pixels of the original video. The 

distinction between foreground and background is achieved 

by calculating the Euclidean distance between the sample 

pixel and the new pixel. When updating, the background 

sample library is randomly updated by the secondary 

sampling factor. 

Vibe is a calculation method based on grayscale images. 

The image information used is a single-channel grayscale 

image (pixel values are between 0-255). The grayscale image 

data information is relatively simple and the processing speed 

is fast. 

A. Eight-neighborhood random selection method (ENRSM) 

Suppose a pixel a (row，col) in the first frame image, a total 

of 9 pixels are randomly selected from the pixel a and its 

eight-neighborhood pixels as the random selection object of 

the pixel sample set Ma(n). To fill the pixel sample set Ma(n), 

randomly select pixels to fill the positions randomly assigned 

in N matrices. The random selection of pixel values is done 

by creating a library coff with library capacity nc. There are 

only -1, 0, and 1 in the library coff to ensure that the pixel of ni 

is selected among the pixels of pixel a and its 8 

neighborhoods. Then we produce one of the numbers random, 

which is uniformly distributed between 0 and nc. 

As shown in Eq. (1), the random number in the library coff 

is selected and superimposed with the original row number of 

pixel a, and the row coordinate nrow to be obtained is finally 

locked. 

 

= + wrn anw dof mro co f ro（ ）                        (1) 

 

As shown in Eq. (2), a new number random is generated 

for the column coordinates, and the random number in the 

library coff is selected to be superimposed with the original 

column number col of pixel a. Finally, the column coordinate 

nlow to be obtained is locked. 

 

= + wrn anw dof mlo co f lo（ ）                        (2) 

 

Through the row coordinates nrow and column coordinates 

nlow, specific pixel coordinates can be finally determined. 

B. Background model initialization 

Video is a sequence of pictures in chronological order, one 

picture is one frame. The Vibe method processes every frame, 

every image. The essence of a picture is a matrix, and each 

pixel is a point in the matrix. The Vibe method processes 

every pixel in the matrix and the whole video at the pixel 

level, which ensures that there will be no omissions in the 

video inspection. In Vibe, background model initialization 

conditions are particularly simple, requiring only the first 

frame of the video image to complete the initialization, which 

allows the method to start up in a very short time and quickly 

get into working condition. 

In Fig. 2, we show the video input after receiving video 

data. The video data is first converted into an image. Since 

the OpenCV library is used to process the data, the input 

video is first converted into the three-channel video data in 

BGR format. Then the weighted summation of the values of 

the three-color channels of BGR is converted into gray level 

map by Eq. (3) to facilitate the data processing, so that the 

method can process the data faster. 

 

0.2989 0.2870 0.1140Gray R G B=  +  +      (3) 

 

where Gray represents the gray value, and R, G, and B 

represent the values of the red, green, and blue channels (in 

the range of 0-255), respectively. These weights (i.e., 0.2989, 

0.5870, and 0.1140) are optimized based on the human eye’s 

sensitivity to different colors. The converted grayscale image 

is visually close to the human eye’s perception of the original 

color image. 

Each pixel information of a grayscale map is a single 

grayscale value. The advantages of converting the image to 

grayscale map are as follows:  

1. The computational complexity can be reduced.  

2. The storage space and transmission bandwidth can be 

saved. 

3. The processing of all the texture, shape and structure is 

 
Fig. 2. Flowchart of video pre-processing. 

 
Fig. 3. Illustration of creating sample database. 
 

 
Fig. 4. Sample set of initialized pixel a, pixel values ni, and sample database 
Ma(n). 
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more efficient. 

As shown in Fig. 3, the background model is initialized by 

first reading the dimensions of the input video. Then we can 

create n matrices of 0 pixels with the same size as the image 

in M (n). As shown in Fig. 4, the initialization process of one 

pixel is taken as an example, and the initialization process of 

all other pixels is the same. 

In the two-dimensional matrix of the grayscale image, as 

shown in Eq. (4), the pixels b (nrow, nlow) locked by the 

eight-neighborhood random selection method are stored in 

the pixel sample set Ma(n) respectively. In other words, the 

position of N matrix original pixels a (row, col) is filled in, 

i.e., the initialization of a pixel is complete. 

 

1 2 1   ( { , ,..., , }a N NM n n n n n−=)                     (4) 

 

where Ma(n) denotes the sample library of pixel a, ni is the 

i-th sample of pixel a, i = 1, 2, ..., N where N is the total 

number of samples. 
To initialize the background model, a uniform operation 

needs to be performed on all pixels. In following detection 

process, the background model saves N sample values for 

each pixel. 

C. Foreground pixel extraction 

As shown in the Fig. 5, the essence of Vibe method to 

segment foreground images is to classify all pixels of the 

current frame image into foreground and background. At the 

end of classification, the foreground image is segmented. In 

the classification stage, the gray value of pixel is compared 

and analyzed with each sample in the corresponding sample 

database one by one to determine whether the pixel belongs 

to the foreground category. 

Grayscale images use grayscale color coding. In the 

grayscale image, each pixel of the image has only one 

sampled color, and the image is displayed as a grayscale from 

the darkest black (0) to the brightest white (255), similar to 

black and white photos. Gray scale is ranging from 0 in white 

to 255 in black, so black and white pictures are also called 

gray images. 

As shown in Fig. 6, the distance between pixel a and 

sample ni in the sample library Ma(n) is different. The sample 

pixel ni in the sample library is partially located within the 

background pixel range sphere Vr(a), and partially outside 

the background pixel range sphere Vr(a), that is, outside the 

radius. The number of sample pixels within the radius is 

equal to the background matching number c of the pixel point, 

as given by 

 

 0 1 2 3( ) , , , ...
r Nc V a n n n n n=                     (5) 

 

Using the gray value of the pixel, the Euclidean distance D 

between the current pixel a and the sample pixel ni is 

calculated by 

 

, for 1, 2, ..., iD a n i N= − =                  (6) 

 

The difference between two pixels is positively correlated 

with the distance D between them. 

The determination of the background matching number c 

follows the rules defined in Eq. (7). Specifically, if the 

distance between a pixel and the sample in the background 

model is less than the preset threshold r, the situation is 

regarded as a successful match, and the background match 

number c is incremented by 1 accordingly. Conversely, if the 

distance is more than r, the match is considered unsuccessful, 

and the background match number c remains unchanged. 

 

+1, if

, if

c c D r
c

c D r

= 
= 


                           (7) 

 

When the matching number c between the pixel and the 

sample pixel < m, it can be judged as the foreground pixel. if 

the background matching number c between pixel a and 

sample pixel ni is greater than or equal to the set threshold m, 

the pixel can be determined to be the background pixel, as 

shown by 

 

, if

, if

b

f

g c m
a

g c m


= 


                               (8) 

 

where a represents the pixel being processed, gb represents 

the background point, gf is used to represent the foreground 

point, and m is the determined threshold. 

D. Background model update 

The pixel sample library M (n) is changing at any given 

time. When judged as foreground, exceeding the foreground 

threshold will force a sample library update. There is a 

probability of updating the sample library by secondary 

sampling factor at any time after determining the background 

pixel. Through updating the background model continuously, 

any foreground changes are not missed. 

When a new pixel is segmented into foreground, the 

background model is updated based on the historical value of 

the pixel. 

We set a threshold for foreground matching, denoted as gf. 

When a pixel is assigned to the foreground category gf by 

judgment, we increment the count p by which the pixel 

 
Fig. 9. Flowchart of extracting foreground pixels. 
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matches the foreground. When the number of consecutive 

times a pixel is detected as foreground is greater than the 

foreground matching threshold pf, the background sample 

library is forced to be updated once. As shown in Fig. 7, the 

pixels of the current pixel are randomly filled into a pixel 

sample ni. Static regions (background) are prevented from 

being misclassified as moving regions (foreground). 

As shown in Fig. 8, no threshold is set for the update of 

background pixels, and background pixels will be updated 

continuously. Every time a pixel is determined to be a 

background pixel, the background pixel must update its 

corresponding position in the sample library. A subsampling 

factor Ψ  is set in the method. Under the condition that pixel a 

is judged to be the background, the sample in the sample 

database Ma(ni) is randomly selected and updated with a 

probability of 1/Ψ. The subsampling factor alone possesses a 

selection library Ψ(n), (n ∈ (0 ∼ Ψ)). Choose the total number 

of Ψ in the library Ψ(n). 

An adaptation value fv is set when a randomly selected 

element in the selection library Ψ (n) matches the adaptation 

value fv. As shown in Eq. (9) of Algorithm I, a pixel a is used 

to update a random sample Ma (ni) in the corresponding 

sample library. 

 

( ) for 1,2,...,a iM n a i N= =,                     (9) 

 

When the background pixel is accurately determined, the 

corresponding position information of the pixels in the eight 

neighborhoods will be unconditionally updated to the new 

pixel with a probability of 1/Ψ in the eight-neighborhood, 

regardless of whether the pixel is updated or not. Firstly, the 

secondary sampling factor is used to decide whether the 

update should be carried out. After the update is determined, 

a neighborhood pixel b of pixel a is randomly selected by 

ENRSM. A sample in the sample database of pixel b is 

updated again according to 

 

( ) , for 1,2,...,b iM n a i N= =                   (10) 

 

The above steps are repeated to process all pixels. The 

background model can be updated once. The setting of the 

second sampling factor makes the method reduce the amount 

of calculation while maintaining the detection performance. 

The running quality of the method is improved. The 

pseudo-code of the entire process is shown in Algorithm 1. 

III. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experimental Setting 

The parameters of the video captured using iqoo9 are 720p 

 
Fig. 6 Vibe pixel foreground and background segmentation model. F1 and 

F2 are the color distances. a is the pixel to be classified. r represents the 

radius of the set distance ni denotes the pixel value stored in the library, i is 
the code name of the sample, i= 0,1,2... , N. Vr(a) is the background pixel 

point range sphere. 

 

 
Fig. 7 Forced update of the sample library when the foreground matching 

number is greater than the foreground matching threshold, pixel a（row，col）, 

pixel value ni , sample library Ma(ni). 

 

 
Fig. 8 Flowchart of updating the background model using the subsampling 

factor. 

Algorithm1 The calculation process of updating the 

sample model using the subsampling factor 

Input: image matrix M 

If: Pixel a is the background point 

If meet the condition Ψ (n) = fv   execute Compare the 

randomly selected elements in the selection library Ψ (n) 

with the adaptation value fv. 

Use pixel a to update a random sample Ma (ni) in the 

corresponding sample library. 

Ma(ni)=a (i∈(0~N)) 

Output：background model Ma(ni) 

End if 

With probability 1/Ψ a sample model with eight 

neighborhoods is updated 

If meet the condition Ψ(n) = fv execute 

The pixel a(row，low) is selected by eight 

neighborhood selection method to obtain b(nrow，nlow); 

Pixel a was used to update a random sample Mb（ni）

corresponding to pixel b in the sample database； 

Output: Background model Mb(ni) 

End if 

End 
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and 30fps. Videos are taken at different brightness, locations, 

and angles for testing. There are videos in the dataset with 

different camera motion states, different video initialization 

states, different brightness, different brightness mutation, 

different relative sizes of objects in the camera frame, 

different object motion speeds, different background clutter, 

different shooting angles, different number of moving objects, 

and different video resolutions. 

A variety of different metrics can be used when evaluating 

the performance of algorithms using a range of background 

subtraction algorithms. These metrics usually include the 

following basic quantities: True positive (TP) quantifies the 

number of foreground pixels that the method has accurately 

identified. False positive (FP) counts instances where the 

background pixels were incorrectly classified as belonging to 

the foreground. True negative (TN) represents the number of 

background pixels correctly identified by the method. False 

negative (FN) refers to the number of foreground pixels that 

are misclassified as background. 

The challenge in evaluating these background subtraction 

methods stems primarily from the absence of a standardized 

assessment framework.   While various authors have put forth 

frameworks, they often focus primarily on showcasing the 

merits of their respective methods. Notably, the Percentage 

of Correct Classification (PCC), stands as the most prevalent 

metric in computer vision for gauging the effectiveness of 

binary classifiers.   This metric comprehensively incorporates 

four key values: 

 

=
TP TN

PCC
TP TN FP FN

+

+ + +
                  (11) 

 

This metric is adopted in our experiments. Note that a high 

PCC percentage represents only a small number of detection 

errors. 

We also used Precision for prediction results in Eq. (12), 

Recall for original samples in Eq. (13), and F1-Score in Eq. 

(14), considering both Precision and Recall, and the Peak 

signal-to-noise ratio (PSNR) reflecting image reconstruction 

quality, as given by 

 

=
TP

Precision
TP FP+

                        (12) 

 

=
TP

Recal
TP FN+

                            (13) 

 

2
1

Precision Recall
F

Precision Recall

 
=


                    (14) 

 

where Precision means the probability of actually being 

positive among all the predicted positive samples, and Recall 

represents the probability of actually being positive among 

the predicted positive samples, and F1-score performs the 

comprehensive consideration of the above two requirements. 

PSNR is defined based on MSE (Mean square error), which 

can be computed by 

 

 
21 1

0 0

1
( , ) ( , )

mn

m n

i j

MSE I i j K i j
− −

= =

= −              (15) 

 

1020 log IMAX
PSNR

MSE

 
=   

 
                  (16) 

 

Given an original image I of size m×n and a noisy image K 

after adding noise to it, MAXI is the maximum pixel value of 

the image. 

B. Data processing 

In order to make the experimental data variable in the 

“experiments with different video resolutions” section only 

have resolution. To ensure accurate representation of how 

resolution size affects data processing, the experimental data 

are resized using bilinear interpolation method. 

Figure 9 shows the axial interpolation of x and y. The new 

green point n(x, y) is obtained from any blue point n(i, j). Let 

the mapping function of the image be n. At any point (i, j), its 

pixel value is y = n(i, j). Where i ranges from 0 to width; The 

range of j is between 0 and height. Suppose we have four 

pixels n(x1, y1), n(x2, y1), n(x1, y2), n(x2, y2). As shown in Eqs. 

(17) and (18), new pixel points n(x, y1), n(x, y2) are obtained 

from these four pixels by linear interpolation in the X-axis 

direction. 

 

2 1

1 1 1 2 1

2 1 2 1

( , ) ( , ) ( , )
x x x x

f x y f x y f x y
x x x x

− −
=  + 

− −
    (17) 

 

2 1

2 1 2 2 2

2 1 2 1

( , ) ( , ) ( , )
x x x x

f x y f x y f x y
x x x x

− −
=  + 

− −
   (18) 

 

The new orange point n(x, y) is obtained from the green 

point n(i, j). As shown in Eq. (19), the new pixel point n(x, y) 

is obtained from these four pixels by linear interpolation in 

the X-axis direction. 

 

 2 1

1 2

2 1 2 1

( , ) ( , ) ( , )
y y y y

f x y f x y f x y
y y y y

− −
=  + 

− −
     (19) 

 

 
Fig. 9. The x and y axis interpolation. 
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The whole image is processed in the above way to obtain a 

picture of the specified size. 

C. Experimental environment 

We used a Dell G15 5520 computer as an experimental 

setup, which is equipped with a 12th generation Intel(R) 

Core(TM) i7-12700H 2.30GHz processor based on the X64 

architecture and runs a 64-bit operating system. Before the 

start of the experiment, we set the initial parameters as 

follows: the time sampling factor Ψ is set to 16, the color 

distance radius R is set to 20, the judgment threshold m is set 

to 2, and the number of background samples N is set to 20. 

D. Experimental results 

To verify the effect of parameter Settings on Vibe 

processing speed, we compared single m processing times 

from 1 to 20, all other factors being equal. Since m 

determines the threshold of pixel classification in the step of 

foreground and background segmentation, every time m 

increases, all pixels need to be compared with more samples 

in the sample library. As shown in Fig. 10, we can observe 

the relationship between the speed of individual image 

processing time and the m value, and the Vibe processing 

time for a single image will inevitably increase. Since only N 

is the parameter that has the greatest influence on the 

background modeling time, we conducted a comparative 

experiment on the setting of N in order to pay attention to the 

background modeling time. The impact of different settings 

for N can be clearly seen in Fig. 11. The setting of N will 

definitely drive the background modeling time, which shows 

that Vibe is sufficiently adjustable to theoretically adjust the 

parameter settings to meet the needs. 

We present a single image processing schedule for images 

with different pixels in Table 2, where it can be seen that the 

processing time of a single image is similar to the increasing 

factor of the phase pixels. This is because Vibe processes 

images at the pixel level, and all pixels are manipulated in the 

same way, which means that people need more powerful 

running equipment to process sharper pictures while 

maintaining processing speed. 

To significantly prove the performance of the proposed 

algorithm in different situations, experiments are carried out 

in four different kinds of situations, and the results are 

summarized in Table 3, in which a1 denotes the detection of 

moving objects is relatively large and insufficient light, a2 

represents the moving objects that are relatively large and 

well-lit, a3 is the moving object that is relatively small and 

the light is insufficient, and a4 represents the moving objects 

that are relatively small and well-lit. The experimental results 

show that Vibe algorithm has the best detection results in the 

case of sufficient light, and the precision rate, recall rate, F1 

score and PCC can reach 99.06%, 85.73%, 90.32%, and 

98.96%, respectively. And the PCC can also reach 91.62% in 

a bad environment. Obviously, the Vibe method has a certain 

ability to adapt to the environment. We can observe that the 

PSNR value of smaller moving objects in the image is 

smaller, which means that the processed image has a lot of 

differences from the original image. Obviously, we have 

effectively extracted the foreground of the image. 

Then we perform a series of experiments under different 

conditions. 

(1) Comparison results of different camera motion states 

Figure 12 shows the comparative experimental results 

under different camera motion states. Camera shakes and 

movement will cause a lot of misjudgment of the background. 

Because when the camera produces motion, the relative 

image in the image will move. At this point, all moving 

objects are considered foreground. According to the 

experiments with different camera motion states, this method 

is only applicable to the situation of fixed camera. If the 

camera will inevitably produce jitter, the larger the range of 

jitter, the greater the impact on the detection results. 

(2) Comparison experiments of different video initialization 

states 

Figure 13 shows the comparative experimental results 

under experiments with different video initialization states. 

This method needs some time to initialize the background 

model. The background model is continuously updated 

during the run of the method. At first, the method needs some 

time to adapt the background model to the scene. The 

detection results will produce some misjudgments when the  

 

Fig. 10. Single image processing time for m ranging from 1 to 20. The other 

parameters of Vibe were set to N = 20, R = 20, Ψ = 16 and Video pixel is 
1280×720. 

 

 

Fig. 11. Background modeling time for N ranging from 1 to 20. The other 
parameters of Vibe were set to m = 2, R = 20, Ψ = 16 and the video pixel is 

1280×720. 

Table 2. Single image processing time for different pixel images. 

Video frame size 640×360 1280×720 2560×1440 

Image processing time (ms) 13.11 50.46 202.25 

 
Table 3. Performance evaluation of different scenarios. 

Type Precision Recall F1-Score PCC (%) PSNR  

a1 0.9748  0.6284  0.7642  91.62  7.53  

a2 0.9906  0.8201  0.8973  96.65  7.48  

a3 0.9742  0.7896  0.8722  98.55  5.39  

a4 0.9544  0.8573  0.9032  98.96  4.96  
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Fig. 12. Comparative experimental results under different camera motion states. 
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Fig. 13. Comparative experimental results under different camera motion states. 
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Fig.14. Comparative experimental results under different brightness. 
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Fig.15. The result of processing the video when the brightness of the scene increases dramatically. 
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Fig. 16. Comparative experimental results for sudden dimming. 
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Fig. 17. Comparative experiment: The detection results of moving objects of different relative sizes in the video. 
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Fig. 18. Comparative experiment: detection results of objects with different moving speeds. 
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Fig. 19. Comparative experimental results under different background clutter degree. 
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Fig. 20. Comparative experimental results under different shooting angles.  
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Fig. 21. Comparative experimental results with different number of moving objects. 
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scene is not adapted. With the progress of initialization, the 

sample model update is more perfect, and the background 

noise and misjudgment are gradually reduced. After 4 to 7 

seconds, the method enters the state of normal detection. 

Without restarting the method, the Vibe method will always 

maintain normal detection. 

(3) Contrast experiment with different brightness 

Figure 14 shows the comparative experimental results 

under different brightness. When the lens is not fixed, the 

background can be misclassified as the foreground due to the 

camera shake. Even if the lens is fixed, the background will 

be misclassified as foreground if it is not initialized. As the 

light decreases, fewer parts of the foreground object are 

detected. As the light increases, more details of the 

foreground object are detected. But there will be backgrounds 

around the foreground that will be misjudged as foreground. 

The method has the best detection effect in well-lit places, 

and the detection effect of the method will be reduced in dim 

scenes. 

(4) Experiments with sudden changes in brightness 

Figure 15 shows the sudden brightening and Figure 16 

shows the sudden darkening. When there is a sudden change 

in the brightness of the light, the region with the change in 

brightness can be misclassified as a moving object 

(foreground). However, with the continuous update of the 

background model, the misjudged regions will be gradually 

corrected. The more severe the brightness change, the more 

areas will be misclassified. The smaller the change in 

brightness mutation, the faster the error correction. 

(5) Experiments when the relative size of objects in the lens 

frame is different 

Figure 17 shows the experimental results when the relative 

size of the objects in the lens frame is different. When 

moving objects (foreground) are presented in the image, 

some noise will be generated in the detected image. The 

amount of noise in an object in an image is proportional to the 

relative size of the image. The smaller the relative size of 

moving objects in an image, the less noise they contain and 

the less impact on image quality, so that the contours of these 

moving objects appear sharper and more precise in the 

detection results. On the contrary, the larger the relative size, 

the greater the influence on the surrounding picture, and its 

own contour will produce a certain deformity. When the 

moving area in the screen is too large, the flashing white 

phenomenon will occur. 

(6) Experiments with objects moving at different speeds 

Figure 18 shows the experimental results when the object 

is moving at a speed. The moving speed of the object changes 

from slow to fast. The interior, edges, level of detail and 

clarity of the image are very similar. The moving speed of the 

visible object does not have any effect on the detection effect. 

No matter the object moves at any speed, the method can 

capture the moving object without missing detection. 

Table 4. Performance evaluation of different scenarios. 

Setting Precision Recall F1-Score PCC PSNR  

0.05 0.9773 0.8205 0.7967 92.15% 6.22 

0.1 0.9811  0.8254  0.7889 93.90% 6.04 

0.5 0.9330  0.8117  0.8241 95.81% 6.13 

1 0.9311  0.8091  0.8860 96.07% 5.85 

1.5 0.9439  0.8223  0.9201  94.20% 5.77 

2 0.9461 0.8281 0.9024 93.73% 5.90 
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Fig. 22. Comparative experimental results under different video resolutions 
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(7) Experiments with different levels of background clutter 

Figure 19 illustrates the experiments with different levels. 

As the background becomes increasingly cluttered, the noise 

generated at the edges of background objects intensifies, 

subsequently amplifying its disruptive effect on the 

foreground object. Moreover, the ghost left by the edge noise 

of the background object will destroy the architecture. On the 

contrary, the more concise the background, the less noise is 

generated in the frame. The foreground objects are also less 

affected by the background. The results demonstrate that the 

method will have a relative impact on the detection results in 

the occasion of cluttered background. The detection effect is 

best in the scene with relatively simple background. 

(8) Experiments with different shooting angles 

Figure 20 shows the experimental results with different 

shooting angles. When the shooting angle is a top-down view, 

the image is most complete, and the contour and edge details 

of the moving object can be clearly captured. When looking 

at head-up, there is a small amount of mutilation and almost 

only the edge can be captured. Looking up can only capture a 

small number of moving objects and the objects captured are 

incomplete. Based on the previous experimental analysis, it is 

concluded that this phenomenon is due to the lower 

background complexity when looking down, and the 

background is less affected by the detection process, so the 

detection results are more complete. Part of the reason is that 

well-lit scenes are easier to detect, and the light source is 

mostly above. The area of the wall, ceiling, or sky in the 

inspection screen increases when the inspection device looks 

up, and the area of the ground in the inspection screen 

increases when the inspection device looks down. And these 

images are usually simple scenes. The background is mostly 

complex when looking up, which makes the objects in the 

detection results of the head-up angle inspection prone to 

some vulnerabilities. 

(9) Experiments when the number of moving objects varies 

Figure 21 shows the experimental results obtained with 

different numbers of moving objects. As long as there is a 

moving object in the scene, it must be detected. When there 

are few moving objects, the image can be clearly detected. 

When there are a lot of moving objects, due to the influence 

of ghost phenomenon, the more moving objects have a 

greater impact on detection. Especially when overlap occurs, 

ghosting has a serious impact on the detection results. 

(10) Experiments with different video resolutions 

Figure 22 shows the comparative experimental results 

under different video resolutions. The details of the detection 

results will be clearer with the increase of the resolution, and 

the edge of the object will be detected more accurately. The 

higher the resolution, the more pixels in the image. The 

method processes the image based on pixels, and the number 

of pixels plays a decisive role in the degree of detail detected. 

In Table 4, we report the precision, recall, F1-score, PCC, and 

PSNR under different settings. The impact of six different 

modeling intervals on the modeling results has been analyzed. 

According to the experimental results, it can be seen that the 

modeling time within a certain range has little effect on the 

modeling results of Vibe, indicating its good adaptability. 

IV. CONCLUSION 

Vibe method belongs to the moving object detection in the 

continuously developing field of computer vision. Vibe 

method has pixel-level video processing technology. For 

faster data processing, the input data is converted to grayscale 

images. Eight neighborhood random selection method is used 

to process the original data to fill the sample library. All input 

images will be compared with the sample pixels in the sample 

library to obtain the Euclidean distance and threshold. 

Foreground pixels are extracted to segment all foreground 

images. Locations judged to be foreground for a long time are 

forced to update the sample bank. The Vibe method proposed 

in this paper uses the subsampling factor to update the 

background model, which is different from the classical 

method of replacing the oldest value first. Each background 

pixel and a neighboring pixel have a 1/Ψ probability to 

update the sample bank to adapt to the changes of the scene. 

The effectiveness of the Vibe algorithm is affected by a 

variety of object characteristics and environmental factors, 

including the relative size of the object, lighting conditions, 

mutual occlusion at viewing angles, background complexity, 

and the state of the detection device, the choice of viewing 

angle, and the resolution setting. It is important to note that 

although the method exhibits stability in detecting the speed 

of moving objects, it is extremely sensitive to sharp changes 

in light conditions, which can lead to significant errors in the 

detection results. In addition, ghosting in detection videos 

can create the illusion that objects appear to overlap, and this 

illusion is more likely to occur in the presence of a complex 

background. Resolution and brightness are closely related to 

the effect of detecting object details. The method does not 

miss detection events and is suitable for occasions that need 

to capture all dynamics. In the future, we will carry out the 

following research. The appearance of ghost phenomenon is 

considered to be reduced. The noise generated by the edge of 

the background and other noise are studied to be eliminated. 

These will make the detection results of the foreground image 

more complete. 
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