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Abstract—In real-life multi-criteria decision-making prob-
lems, decision-making data often exhibit ambiguity due to
incomplete information. Additionally, qualitative judgments
by decision-makers can introduce fallacies and inaccuracies.
Consequently, these problems cannot be resolved using precise
values alone. To address this, the present study enhances the
Best-Worst Method(BWM) by incorporating interval neutro-
sophic sets, thereby improving its applicability to real-life multi-
criteria decision-making issues. In the modified BWM approach
detailed in this study, decision-makers express preferences using
linguistic terms, which are then converted into interval neu-
trosophic numbers. These numbers facilitate the comparative
assessment between the best and other criteria, as well as
between the other criteria and the worst criterion. All interval
neutrosophic numbers are subsequently converted into real
numbers using the score function s(a). Furthermore, a new
nonlinear constrained optimization model concerning interval
neutrosophic numbers is formulated according to the BWM
framework. The resultant data, representing the weights of
different criteria, do not require further transformation. A
consistency ratio for BWM is also introduced to evaluate the
reliability of preference comparisons. Comparative analysis of
three methods using the same case study confirms the efficacy
and viability of the proposed method, namely the interval
neutrosophic set based BWM.

Index Terms—Best-worst method, Interval Neutrosophic sets,
Consistency Ratio, Multi-criteria Decision-making.

I. INTRODUCTION

THE Best-Worst Method(BWM) was initially proposed
by J. Figueira, S. Greco, and V. Mousseau in 2010,

which focused on contrasting the ’best’ and ’worst’ factors
[1], [2], [3], [4]. Subsequently, Rezaei [5] developed a
theoretical framework based on BWM and demonstrated
its application in addressing real-life multi-criteria decision-
making problems. Over time, an increasing number of re-
searchers have explored this method, identifying that the
preferences derived from it can be problematic due to data
inaccuracies and the heterogeneity among decision-makers,
leading to data of limited referential value. To enhance the
resolution of these issues, scholars have adapted the BWM
to the fuzzy environment. By integrating BWM with fuzzy
numbers, a novel approach has been formulated the fuzzy
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best-worst method [6], [7], which effectively addresses multi-
criteria decision-making challenges in fuzzy contexts.

The multi-criteria decision-making problem [8], [9], often
encountered in real-life, refers to the challenge of selecting
the optimal alternative or ranking several options when
multiple attributes are considered. This problem is a cru-
cial component of modern decision science. Its theories
and methods are extensively applied across various fields
including engineering [10], technology [11], economics [12],
management [13], and military [14]. Over time, with the
progression of research, the focus has also expanded to
fuzzy multi-criteria decision-making, which has emerged as
a significant area of interest within the field. This approach,
which utilizes fuzzy numbers [15], [16], intuitionistic fuzzy
sets [17], and vague sets [18], has found broad applications
in real-world decision-making scenarios. Consequently, it
is anticipated that innovation will continue regarding the
BWM. As research deepens, the BWM has been increasingly
utilized to address multi-criteria decision-making problems
both independently and in conjunction with other methods.
For instance, BWM is integrated with the fuzzy comprehen-
sive evaluation method [19] to broaden its applicability. In
combination with the grey correlation analysis method [20],
it enables a comprehensive assessment of each alternative’s
degree of correlation with each criterion. Furthermore, it is
employed alongside the Analytic Hierarchy Process (AHP)
[21] to ascertain the relative importance of each alternative
per criterion. As previously noted, given the uncertainty and
ambiguity inherent in practical problems, BWM has been
adapted to fuzzy environments. This paper also situates its
discussion within such an environment, aiming to address the
inherent fallacies of the problems. It integrates the interval
neutrosophic set [22], [23], [24] with the neutrosophic set
[25], [26], [27] and the BWM method to propose an exten-
sion.

The structure of this paper is as follows. Section 2 dis-
cusses interval neutrosophic sets and their scoring functions.
Section 3 briefly reviews the specific steps of the classical
BWM. Section 4 provides an overview of the fuzzy BWM
approach. Section 5 introduces a BWM method based on an
interval neutrosophic set, detailing its application to practical
examples and a comparison with the previous two methods.
The final section summarizes the contents of this paper.

II. PRELIMINARY

definition 1: [23] In the universe Ω, an interval neutro-
sophic sets (INS) A is

A = {(x(tA(x), iA(x), fA(x))) : x ∈ U} (1)

and, there are

tA(x), iA(x), fA(x) ∈ [0, 1], tA(x)=[inftA(x), sup tA(x)],
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TABLE I
CONSISTENCY INDEX (CI) OF BWM

aBW 1 2 3 4 5 6 7

CI (max ξ) 3 4.56 6 7.37 8.7 10 11.27

aBW 8 9

CI (max ξ) 12.53 14.28

iA(x) = [infiA(x), sup iA(x)], fA(x) = [inffA(x), sup fA(x)].

Therefore, an interval neutrosophic set can be represented
as:

A = (
[
ti(x), ts(x)

]
,
[
ii(x), is(x)

]
,
[
f i(x), fs(x)

]
) (2)

In definition 1 above, tA(x) denotes the degree of truth
or membership, iA(x) denotes indeterminacy or neutrality,
and fA(x) denotes the degree of falsity or non-membership,
called the neutrosophic components of x.

definition 2: [24] If A =< tA(x), iA(x), fA(x) > is an
interval neutrosophic number. Then its score function s(A)
can be expressed as follows:

s(A) =
ti(x) + ts(x) + 2− ii(x)− is(x)− f i(x)− f i(x)

2
(3)

definition 3: [24] If A and B are two interval neutrosophic
numbers, the rules for comparing these two interval neutro-
sophic numbers are as follows:

(1) If the score function of A is greater than the score
function of B, i.e., s(A) > s(B), then A > B.

(2) If the score function of A is equal to the score function
of B, i.e., s(A) = s(B), then A = B.

(3) If the score function of A is less than the score function
of B, i.e., s(A) < s(B), then A < B.

definition 4: [17] If i is the best element and j is the
worst element, then a pairwise comparison ãij is a reference
comparison.

definition 5: [17] To obtain a sufficiently consistent pair-
wise comparison, the equation ãBj × ãjW = ãBW needs
to hold, where ãBW represents the preference of the best
criterion relative to the worst criterion, ãBj represents the
preference of the best criterion relative to other criteria, and
ãjW represents the preference of other criteria relative to the
worst criterion.

III. A BRIEF REVIEW OF THE BWM METHOD

A. The Specific Steps of the Best-Worst Method

The BWM was first proposed in 2015 and has played
a pivotal role in addressing multi-criteria decision-making
issues. This method assists decision-makers in evaluating
multiple factors by calculating their respective weights,
thereby facilitating informed choices. Consequently, it is ex-
tensively applied in multi-criteria decision-making scenarios.
The following section briefly reviews the weighting steps of
the classical BWM. The specific steps [5] are as follows:

Step 1: the decision maker first decides on a decision cri-
terion and determines its collective as C = {c1, c2, · · · , cn}.

Step 2: decision makers decide for themselves the best CB

and worst criteria CW .
Step 3: the decision-maker uses the numbers 1-9 to denote

the preference of the best criterion relative to other criteria

to obtain the best other vectors AB = [aB1, aB2, · · · , aBn].
It is noteworthy that aBj(j = 1, 2, · · · , n) represents the
preference of the best criteria aB relative to other criterion
aj(j = 1, 2, · · · , n), and aBB = 1.

Step 4: as in the third step, the decision-maker needs to
use 1-9 to denote the preference of other criteria relative to
the worst criterion, to obtain the other-worst vectors AW =
[a1W , a2W , · · · , anW ], where ajW (j = 1, 2, · · · , n) repre-
sents the preference of the other vectors aj(j = 1, 2, · · · , n)
relative to the worst vector aW , and aWW = 1.

Step 5: the optimal weight is obtained as w∗ =
[w∗

1 , w
∗
2 , · · · , w∗

n], where w∗
j represents the optimal weight

of the criterion cj , and j = 1, so the following model can
be established:

minmax
j

{
∣∣∣wB

wj
− aBj

∣∣∣ , ∣∣∣ wj

ww
− ajw

∣∣∣}
s.t.


n∑

j=1

wj = 1

wj ≥ 0(j = 1, 2, · · ·n)

(4)

By transforming the mathematical model constructed
above, the following new model is obtained:

min ξ

s.t.



∣∣∣wB

wj
− aBj

∣∣∣ ≤ ξ(j = 1, 2, · · ·n)∣∣∣ wj

ww
− ajW

∣∣∣ ≤ ξ(j = 1, 2, · · ·n)
n∑

j=1

wj = 1, wj ≥ 0(j = 1, 2, · · ·n)

(5)

By using the Lingo software to solve the above con-
struction of the programming model, that is, the Eq.(4), the
optimal weights w∗

1 , w
∗
2 , · · · , w∗

n of standard c1, c2, · · · , cn
and can be obtained respectively. At the same time, optimal
values ξ can be obtained.

B. Consistency Ratio of the BWM

In the application of the Best-Worst Method (BWM)
to determine optimal weights, the definitions of vec-
tor groups AB = [aB1, aB2, · · · , aBn] and AW =
[a1W , a2W , · · · , anW ] are established in the second and third
steps of the methodology. Consistency in comparisons is
achieved when the product of aBj and ajW equals aBW for
each j = 1, 2, · · · , n, where aBW quantifies the preference
of the best criterion over the worst criterion. However, this
equation does not hold for certain values of j [17].

aBj × ajW ̸= aBW (j = 1, 2, · · · , n) (6)

By Eq.(5), if both aBj and ajw simultaneously attain
their maximum values, then maximum inequality is observed.
Consequently, in this scenario, a specific value of ξ is
considered. This value is subtracted from aBj and ajw on
the left side of the equation and added to aBw on the right
side to manifest the greatest inequality, as described below:

(aBj − ξ)× (ajW − ξ) = aBW + ξ (7)

As for the minimum consistency aBj = ajW = aBW , we
can get the following equation:

(aBW − ξ)× (aBW − ξ) = (aBW + ξ) (8)

Simplify the above equation and get:

ξ2 − (1 + 2aBW )ξ + (a2BW − aBW ) = 0 (9)
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TABLE II
TRANSFORMATION RULES OF LINGUISTIC VARIABLES OF

DECISION-MAKERS

Linguistic terms Membership function

Equally Important(EI) (1,1,1)

Weakly Important(WI) (2/3,1,3/2)

Fairly Important(FI) (3/2,2,5/2)

Very Important(VI) (5/2,3,7/2)

Absolutely Important(AI) (7/2,4,9/2)

By substituting values from 1 to 9 for aBW in the
aforementioned equation, the maximum value of ξ can be
determined, which is referred to as the Consistency Index
(CI). The specific values of CI are listed in Table 1 [15].
Subsequently, the obtained Consistency Index is utilized in
the following formula to compute the Consistency Ratio
(CR):

CR =
ξ∗

ξ
(10)

The ξ∗ in the Eq.(5) is obtained by the formula.

IV. A BRIEF INTRODUCTION OF FUZZY BEST-WORST
METHOD

A. fuzzy best-worst method

The fuzzy BWM [16] results from researchers adapting
the BWM for use in a fuzzy environment to innovate the
method. This adaptation aligns with the weighting step of
the original BWM. However, a fuzzy number substitutes the
constant, resulting in a modification and resolution of the
mathematical model. The details are as follows:

Step 1: build the decision criteria system C =
{c1, c2, · · · , cn}.

Step 2: determine the best (most important) criterion CB

and the worst (least important) criterion CW .

Step 3: execute the fuzzy reference comparisons for
the best criterion, AB = [aB1, aB2, · · · , aBn], aBj(j =
1, 2, · · · , n) and aBB = (1, 1, 1).

Step 4: execute the fuzzy reference comparisons for the
worst criterion, AW = [a1W , a2W , · · · , anW ], ajW (j =
1, 2, · · · , n) and aWW = (1, 1, 1).

Step 5: mathematical modelling.
Note: all elements are triangular fuzzy numbers; the trans-

form table is shown in Table 3 [16].

minmax
j

{∣∣∣ w̃B

w̃j
− ãBj

∣∣∣ , ∣∣∣ w̃j

w̃W
− ãjW

∣∣∣}
j

s.t.



n∑
j=1

R(w̃j) = 1

lWj ≤ mW
j ≤ uW

j

lWj ≥ 0
j = 1, 2, · · · , n

(11)

Through the transformation of the previously described
mathematical model, a new mathematical model is derived,

which is presented as follows:

min ξ∗

s.t.



∣∣∣ (lwB ,mw
B ,uw

B)
(lw

j
,mw

j
,uw

j
) − (lBj ,mBj , uBj)

∣∣∣ ≤ (k∗, k∗, k∗)∣∣∣ (lwj ,mw
j ,uw

j )

(lw
W

,mw
W

,uw
W

) − (ljW ,mjW , ujW )
∣∣∣ ≤ (k∗, k∗, k∗)

n∑
j=1

R(w̃j) = 1

lWj ≤ mW
j ≤ uW

j

lWj ≥ 0
j = 1, 2, · · · , n

(12)
In Eq.(12), w̃B = (lwB ,m

w
B , u

w
B), w̃j = (lwj ,m

w
j , u

w
j ),

w̃W = (lwW ,mw
W , uw

W ), ãBj = (lBj ,mBj , uBj) , ãjW =
(ljW ,mjW , ujW ) and we usually think that lξ ≤ mξ ≤ uξ

and ξ∗ = (k∗, k∗, k∗), k∗ ≤ lξ, then the formula can be
substituted into the data and solved by lingo software.

B. Consistency Ratio of Fuzzy Best-worst Method

Best-to-Other vectors and Other-to-Worst vectors are
ÃB = [ãB1, ãB2, · · · , ãBn], ÃW = [ã1W , ã2W , · · · , ãnW ].
Where, ãBj and ãjW (j = 1, 2, · · ·n) are triangular fuzzy
numbers [17]. Moreover, for a comparison to be fully con-
sistent, you have to satisfy ãBj × ãjW = ãBW , but not all
j is satisfy this equation. Therefore, it needs to deform the
formula by a triangular fuzzy number ξ̃ = (ξl, ξm, ξu), that
is, subtracting ξ̃ from ãBj and ãjW on the left side of the
equation, and adding ξ̃ on the right side of the equation, so
the formula is deformed as follows:

(ãBj − ξ̃)× (ãjW − ξ̃) = ãBW + ξ̃ (13)

For the minimum consistency of this equation, this is true
if ãBj = ãjW = ãBW is appropriate, and the equation
becomes:

(ãBW − ξ̃)× (ãBW − ξ̃) = ãBW + ξ̃ (14)

However, since alBW ≤ amBW ≤ auBW , that is, the
upper bound of the triangular fuzzy number aBW is auBW ,
auBW can be substituted for ãBW and use it to represent the
consistency index [16]. The formula continues to transform
into:

(auBW − ξ̃)× (auBW − ξ̃) = auBW + ξ̃ (15)

The simplification results in:

ξ2 − (1 + 2auBW )ξ + (au2BW − auBW ) = 0 (16)

ξ in the above formula is obtained by degenerating ξ̃ in
Eq.(15) into a real number. Different values of auBW can be
known through Table 2, and the so-called CI can be obtained
by solving it. The following formula can then obtain the
consistency ratio:

CR =
k∗

ξ
(17)
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TABLE III
CI OF FUZZY BWM

Linguistic terms ãBW CI

Equally Important(EI) (1,1,1) 3.00

Weakly Important(WI) (2/3,1,3/2) 3.80

Fairly Important(FI) (3/2,2,5/2) 5.29

Very Important(VI) (5/2,3,7/2) 6.69

Absolutely Important(AI) (7/2,4,9/2) 8.04

V. BWM BASED ON INTERVAL NEUTROSOPHIC
NUMBERS

A. The Specific Steps of the BWM Based on Interval Neu-
trosophic Numbers

This chapter extensively discusses the BWM as applied
within the framework of the interval neutrosophic set. It is
widely recognized that the BWM method has been adapted
for use in fuzzy environments. The interval neutrosophic set,
a subset of fuzzy environments, is similarly applicable. Con-
sequently, this chapter integrates the interval neutrosophic set
with the BWM to develop a novel approach to the BWM. The
procedural steps of this method mirror those of the classical
BWM, with the primary modification being the substitution
of conventional scalar numbers with interval neutrosophic
numbers, resulting in a transformation of the underlying
mathematical programming model. Suppose a research object
has n criteria that can be paired and compared based on
the language variables [22] of the decision maker, such as
’Unimportant (UI)’, ’Ordinarily Important (OI)’, ’Important
(I)’, ’Very Important (VI)’, and ’Absolutely Important (AI)’.
The decision maker’s verbal evaluations must then be con-
verted into interval neutrosophic numbers, as detailed in
Table 4.

By pairwise comparison, the following nth-order pairwise
comparison matrix [16] can be obtained:

Ȧ =


ȧ11 ȧ12 · · · ȧ1n
ȧ21 ȧ22 · · · ȧ2n

...
...

. . .
...

ȧn1 ȧn2 · · · ȧnn

 (18)

In the n-order square matrix presented above, elements
such as ȧ12, are derived according to definition 4, specifically
referencing the comparison between criterion 1 and criterion
2. It is also crucial to note that all elements within the
matrix are represented as interval neutrosophic numbers.
Subsequently, the steps of the BWM based on interval
neutrosophic numbers are delineated in detail.

Step 1: determine the decision criteria.
The decision maker initially selects a decision criterion

and defines the collective set as C = {c1, c2 · · · , cn}. This
step is fundamental and establishes the groundwork for
subsequent procedures.

Step 2: identify the best and worst decision criteria.
The decision-maker identifies the optimal and least favor-

able decision criteria based on a range of influencing factors;
the best decision criterion is denoted as cB , and the worst
criterion is cW .

Step 3: obtained Best-to-Others vector.
According to definition 4, the Best-to-Others vector is

derived by comparing the optimal criterion with other cri-

teria. Specifically, this involves a reference comparison de-
noted as ȧij , where i represents the best criterion and j
represents other criteria, with j potentially being equal to i.
Subsequently, the Best-to-Others vector is transformed into
an interval neutrosophic number using the corresponding
reference standard outlined in Table 4 [22].

ȦB = (ȧB1, ȧB2, · · · , ȧBn) (19)

The vector obtained above is the target vector, which
represents the reference comparison of the best standard cB
with other standard cj , and j = 1, 2, · · · , n. In particular,
when i=j, ȧBj=([0.2, 0.4], [0.5, 0.6], [0.4, 0.5]).

Step 4: obtained Others-to-Worst vector.
In Step 3, the process involves obtaining the Other-to-

Worst vector. According to definition 4, this is achieved
by comparing other criteria to the worst criterion to derive
the most appropriate pair of vectors. Specifically, this com-
parison is denoted as ȧij , where i represents other criteria
and j is the worst criterion, with j potentially being equal
to i. Subsequently, following the corresponding reference
standards listed in Table 4, these vectors can be converted
into interval neutrosophic numbers.

ȦW = (ȧ1W , ȧ2W , · · · , ȧnW ) (20)

The Eq.(20) is the target vector other to the worst vector,
which represents the reference comparison of other criteria
cj to the worst criteria cW , as well as j = 1, 2, · · · , n. In
particular, when i=j, ȧjW=([0.2, 0.4], [0.5, 0.6], [0.4, 0.5]).

Step 5: get the optimal weights.
This section primarily derives from solving the established

mathematical model. The specific mathematical model is
formulated as follows:

minmax
j

{∣∣∣ ẇB

ẇj
− ȧBj

∣∣∣ , ∣∣∣ ẇj

ẇW
− ȧjW

∣∣∣}

s.t.



n∑
j=1

s(ẇj) = 1

0 ≤ sup
T

(ẇj) + sup
I
(ẇj) + sup

F
(ẇj) ≤ 3

0 ≤ sup
T

(ẇj), sup
I
(ẇj), sup

F
(ẇj)

0 ≤ inf
T
(ẇj), inf

I
(ẇj), inf

F
(ẇj)

j = 1, 2, · · ·n

(21)

In the mathematical programming model mentioned above,
ẇB , ẇj , ẇW , ȧBjandȧjW are all interval neutrosophic num-
bers, represented as:

ȧjW = ([inf
T
ȧjW , sup

T
ȧjW ], [inf

I
ȧjW , sup

I
ȧjW ], [inf

F
ȧjW , sup

F
ȧjW ])

ȧBj = ([inf
T
ȧBj , sup

T
ȧBj ], [inf

I
ȧBj , sup

I
ȧBj ], [inf

F
ȧBj , sup

F
ȧBj ])

ẇW = ([inf
T
ẇW , sup

T
ẇW ], [inf

I
ẇW , sup

I
ẇW ], [inf

F
ẇW , sup

F
ẇW ])

ẇB = ([inf
T
ẇB , sup

T
ẇB ], [inf

I
ẇB , sup

I
ẇB ], [inf

F
ẇB , sup

F
ẇB ])

ẇj = ([inf
T
ẇj , sup

T
ẇj ], [inf

I
ẇj , sup

I
ẇj ], [inf

F
ẇj , sup

F
ẇj ])

Simultaneously, this article necessitates the transformation
of weights into a precise value, as demonstrated in the
referenced study [15]. Consequently, this study employs the
scoring function of the interval neutrosophic numbers to
convert them into a precise value.
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The above mathematical model can be transformed into
the following nonlinearly constrained optimization problem:

min ζ̇

s.t.



∣∣∣ ẇB

ẇj
− ȧBj

∣∣∣ ≤ ζ̇∣∣∣ ẇj

ẇW
− ȧjW

∣∣∣ ≤ ζ̇
n∑

j=1

s(ẇj) = 1

0 ≤ sup
T

(ẇj) + sup
I
(ẇj) + sup

F
(ẇj) ≤ 3

0 ≤ sup
T

(ẇj), sup
I
(ẇj), sup

F
(ẇj)

0 ≤ inf
T
(ẇj), inf

I
(ẇj), inf

F
(ẇj)

j = 1, 2, · · ·n

(22)

In Eq.(22), ζ̇ is also a interval neutrosophic numbers
ζ̇ = ([supT ξ̇, infT ξ̇], [supI ξ̇, infI ξ̇], [supF ξ̇, infF ξ̇]), 0 ≤
supT ξ̇ + supI ξ̇ + supF ξ̇ ≤ 3, supT ξ̇, supI ξ̇, supF ξ̇, infT ξ̇,
infI ξ̇, infF ξ̇ is greater than 0. Unlike a fuzzy set, an interval
neutrosophic set does not define operations for subtrac-
tion and division; therefore, the mathematical programming
model in question cannot be transformed in the same manner
as a fuzzy set. Consequently, this mathematical programming
model cannot be solved in its current form, necessitating
a transformation of the model. After extensive testing, this
paper has chosen to employ the scoring function defined
in definition 2 to convert all interval neutrosophic sets in
the model into precise values for subsequent computation.
Accordingly, Eq.(22) is transformed into the following math-
ematical programming model:

min ζ

s.t.



∣∣∣ s(ẇB)
s(ẇj)

− s(ȧBj)
∣∣∣ ≤ s(ζ̇)∣∣∣ s(ẇj)

s(ẇW ) − s(ȧjW )
∣∣∣ ≤ s(ζ̇)

n∑
j

s(ẇj) = 1

0 ≤ sup
T

(ẇj) + sup
I
(ẇj) + sup

F
(ẇj) ≤ 3

0 ≤ sup
T

(ẇj), sup
I
(ẇj), sup

F
(ẇj)

0 ≤ inf
T
(ẇj), inf

I
(ẇj), inf

F
(ẇj)

j = 1, 2, · · ·n

(23)

Continue to transform the above mathematical model to
obtain the following formulation:

min ζ

s.t.



|s(ẇB)− s(ȧBj)s(ẇj)| ≤ s(ζ̇)s(ẇj)

|s(ẇj)− s(ȧjW )s(ẇW )| ≤ s(ζ̇)s(ẇW )
n∑
j

s(ẇj) = 1

0 ≤ sup
T

(ẇj) + sup
I
(ẇj) + sup

F
(ẇj) ≤ 3

0 ≤ sup
T

(ẇj), sup
I
(ẇj), sup

F
(ẇj)

0 ≤ inf
T
(ẇj), inf

I
(ẇj), inf

F
(ẇj)

j = 1, 2, · · ·n

(24)

The optimal weight value can be obtained by using Lingo
software to solve the transformed mathematical programming
model described above.

TABLE IV
THE TRANSFORMATION RULE OF LINGUISTIC VARIABLES OF
DECISION-MAKERS WITH INTELLECTUAL CONCENTRATION IN

INTERVAL [23]

Linguistic terms ȧBW

Unimportant (UI) ([0.1,0.2],[0.4,0.5],[0.6,0.7])

Ordinary Important (OI) ([0.2,0.4],[0.5,0.6],[0.4,0.5])

Important (I) ([0.4,0.6],[0.4,0.5],[0.3,0.4])

Very important (VI) ([0.6,0.8],[0.3,0.4],[0.2,0.3])

Absolutely important (AI) ([0.7,0.9],[0.2,0.3],[0.1,0.2])

B. Consistency ratio based on interval neutrosophic num-
bers

The Consistency Ratio is commonly used to gauge the
level of agreement among decision-makers. A lower value
indicates greater consistency in their decisions. This concept
is pivotal in decision analysis; for example, when construct-
ing a consistently mixed matrix, it is essential first to identify
the criteria for participation in the decision-making process,
such as cost, benefit, and feasibility. Subsequently, decision-
makers are required to assess each criterion in pairs to
ascertain their relative importance. Thus, the CR plays a
crucial role in paired comparisons.

In the process of solving the consistency index [17],
there may be some j that does not satisfy the equation
ȧBj × ȧjW=ȧBW , which leads to inconsistency in criterion
j related to the pairwise comparison. Consequently, the
subsequent section of the article introduces a new formula
for calculating the consistency index to address this issue.

Upon analysis, it is determined that the primary cause of
the inconsistency is that the value of ȧBj × ȧjW is higher or
lower than ȧBW . When ȧBj = ȧjW = ȧBW , the inequality
achieves its maximum value, leading to the emergence of θ̇.
Therefore, subtract an θ̇ from the left side of the inequality
and add an θ̇ to the right side. Thus, it is transformed into
the following formula:

(ȧBj − θ̇)× (ȧjW − θ̇) = (ȧBW + θ̇) (25)

By adopting the principle of maximizing inequality, we
further transform the above formula, resulting in Eq.(26).

(ȧBW − θ̇)× (ȧBW − θ̇) = (ȧBW + θ̇) (26)

Simplify Eq.(26) to obtain:

θ2 − (1 + 2ȧBW )θ̇ + (ȧ2BW − ȧBW ) = 0 (27)

Obviously, ȧBW = ([infT ȧBW , supT ȧBW ], [infI ȧBW , supI
ȧBW ], [infF ȧBW , supF ȧBW ]) and θ̇ = ([infT θ̇, supT θ̇],
[infI θ̇, supI θ̇], [infF θ̇, supF θ̇]) are interval neutrosophic
numbers, and they cannot be further calculated. Therefore,
it is necessary to use the score function of the interval
neutrosophic set to convert it into a clear value before
calculation. Eq.(27) was successfully converted to Eq.(28).

s2(θ̇)−(1+2s(ȧBW ))s(θ̇)+(s2(ȧBW )−s(ȧBW )) = 0 (28)

Through this series of transformations, the final Eq.(28)
can be very convenient for calculating the value of
the consistency index. For example, we take ȧBW =
([0.7, 0.9], [0.2, 0.3], [0.1, 0.2]), then the specific calculation
formula of its score function can get s(ȧBW ) = 5.1, and
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TABLE V
THE LINGUISTIC TERMS FOR PERFERENCES

criteria C1 C2 C3

best criterion C3 AI I OI

TABLE VI
THE LINGUISTIC TERMS FOR PERFERENCES

criteria worst criteria C1

C1 OI

C2 VI

C3 AI

substitute it into the equation Eq.(28), to get s(θ̇). Therefore,
the above calculation method is used to calculate all ȧBW in
Table 4, and different s(θ̇) can be obtained. The calculated
s(θ̇) is called the consistency index, or CI. Table 5 lists the
specific values of CI. The calculation formula of the consis-
tency ratio is similar to the classical BWM [5] calculation
method. As shown below:

CR =
s(ζ̇)

s(θ̇)
(29)

C. Application of BWM Based on Interval Neutrosophic
Numbers

This chapter primarily employs the proposed BWM based
on an interval neutrosophic set to address the transportation
mode selection problem. A company seeks to identify the
optimal transportation mode for supplying goods to a mall,
focusing on three critical indicators: flexibility of loading,
accessibility, and cost considerations. It is precisely because
of the importance of these three factors that businesses must
rigorously evaluate them to determine the most suitable mode
of transportation. The rationale for selecting this scenario as
an example is its mention in references [5] and [17], where
it was addressed using the Best-Worst Method (BWM).
This paper aims to assess the previously used method and
determine whether the newly proposed interval-based neu-
trosophic set BWM method can effectively resolve the same
case. Consequently, this section will outline the application
of the method introduced in this study to tackle this issue.

Subsequently, we will demonstrate the problem-solving
process using the methods described herein.

Step 1: the decision-maker determines a set of decisions,
which in this case are ’loading flexibility (C1)’, ’Accessibil-
ity (C2)’, and ’cost (C3)’. That is, {C1, C2, C3}.

Step 2: determine the best and worst criteria. Based on
the company’s perspective, ’cost (C3)’ was chosen as the
best criterion, while ’flexibility of loading (C1)’ was chosen
as the worst criterion.

Step 3: obtain the Best-to-Others vector. According to
Table 4, it can be obtained that the best to others vector
ȦB = [ȧB1, ȧB2, ȧB3].

Here, ȧB1 = ([0.7, 0.9], [0.2, 0.3], [[0.1, 0.2]), ȧB2 =
([0.4, 0.6], [0.4, 0.5], [0.3, 0.4]), ȧB3 = ([0.2, 0.4], [0.5, 0.6],
[0.4, 0.5]).

Step 4: obtain the Others-to-Worst vector. From Ta-
ble 5, we can obtain the Other to worst vector ȦW =
[ȧ1W , ȧ2W , ȧ3W ].

Here, ȧ1W = ([0.2, 0.4], [0.5, 0.6], [0.4, 0.5]), ȧ2W =
([0.6, 0.8], [0.3, 0.4], [0.2, 0.3], ȧ3W = ([0.7, 0.9], [0.2, 0.3],
[0.1, 0.2]).

step5: model construction. The specific mathematical
model is as follows:

min ζ̇

s.t.



|s(ẇ3)− s(ȧ31)s(ẇ1)| ≤ s(ζ̇)s(ẇ1)

|s(ẇ3)− s(ȧ32)s(ẇ2)| ≤ s(ζ̇)s(ẇ2)

|s(ẇ3)− s(ȧ33)s(ẇ3)| ≤ s(ζ̇)s(ẇ3)

|s(ẇ1)− s(ȧ11)s(ẇ1)| ≤ s(ζ̇)s(ẇ1)

|s(ẇ2)− s(ȧ21)s(ẇ1)| ≤ s(ζ̇)s(ẇ1)

|s(ẇ3)− s(ȧ31)s(ẇ1)| ≤ s(ζ̇)s(ẇ1)
s(ẇ1) + s(ẇ2) + s(ẇ3) = 1

0 ≤ sup
T

(ẇj) + sup
I
(ẇj) + sup

F
(ẇj) ≤ 3

0 ≤ sup
T

(ẇj), sup
I
(ẇj), sup

F
(ẇj)

0 ≤ inf
T
(ẇj), inf

I
(ẇj), inf

F
(ẇj)

j = 1, 2, 3.
(30)

By substituting the data, the following nonlinear con-
strained optimization problem is obtained:

min ζ̇

s.t.



|s(ẇ3)− 2.4 ∗ s(ẇ1)| ≤ s(ζ̇)s(ẇ1)

|s(ẇ3)− 1.7 ∗ s(ẇ2)| ≤ s(ζ̇)s(ẇ2)

|s(ẇ3)− 1.3 ∗ s(ẇ3)| ≤ s(ζ̇)s(ẇ3)

|s(ẇ1)− 1.3 ∗ s(ẇ1)| ≤ s(ζ̇)s(ẇ1)

|s(ẇ2)− 2.1 ∗ s(ẇ1)| ≤ s(ζ̇)s(ẇ1)

|s(ẇ3)− 2.4 ∗ s(ẇ1)| ≤ s(ζ̇)s(ẇ1)
s(ẇ1) + s(ẇ2) + s(ẇ3) = 1

0 ≤ sup
T

(ẇ1) + sup
I
(ẇ1) + sup

F
(ẇ1) ≤ 3

0 ≤ sup
T

(ẇ2) + sup
I
(ẇ2) + sup

F
(ẇ2) ≤ 3

0 ≤ sup
T

(ẇ3) + sup
I
(ẇ3) + sup

F
(ẇ3) ≤ 3

sup
T

(ẇ1), sup
I
(ẇ1), sup

F
(ẇ1) ≥ 0

sup
T

(ẇ2), sup
I
(ẇ2), sup

F
(ẇ2) ≥ 0

sup
T

(ẇ3), sup
I
(ẇ3), sup

F
(ẇ3) ≥ 0

inf
T
(ẇ1), inf

I
(ẇ1), inf

F
(ẇ1) ≥ 0

inf
T
(ẇ2), inf

I
(ẇ2), inf

F
(ẇ2) ≥ 0

inf
T
(ẇ3), inf

I
(ẇ3), inf

F
(ẇ3) ≥ 0

(31)
By employing Lingo software to solve the mathematical

model that incorporates the specified data, the precise weight
values for the three criteria ’load flexibility’, ’accessibility’,
and ’cost’ are obtained:
s(ẇ1) = 0.17; s(ẇ2) = 0.34; s(ẇ3) = 0.48; s(ζ̇) = 0.3.

The results from Lingo software indicate that the
weights of the three criteria ”load flexibility,” ”accessi-
bility,” and ”cost” are 0.17, 0.34, and 0.48, respectively.
And the consistency index can be easily obtained through
the previous Table 5. It is clear that due to ȧBW =
([0.7, 0.9], [0.2, 0.3], [0.1, 0.2]), the corresponding consis-
tency index is 8.83. Therefore, the consistency ratio CR =
s(̇ζ)

s(θ̇)
= 0.3

8.83 ≈ 0.034 can be calculated by the Eq.(29).
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TABLE VII
CONSISTENCY INDEX OF INTERVAL NEUTROSOPHIC NUMBERS

ȧBW Consistency Index

([0.1,0.2],[0.4,0.5],[0.6,0.7]]) 6.14

([0.2,0.4],[0.5,0.6],[0.4,0.5]]) 6.69

([0.4,0.6],[0.4,0.5],[0.3,0.4]]) 7.51

([0.6,0.8],[0.3,0.4],[0.2,0.3]]) 8.31

([0.7,0.9],[0.2,0.3],[0.1,0.2]]) 8.83

D. Comparative Analysis
Comparing the above results with the results obtained in

[5] and [17], it is found that the weights obtained in [5]
are 0.07414, 0.3387, and 0.5899, respectively. The weights
calculated with the fuzzy BWM [17] proposed by Guo and
Zhao are 0.1431, 0.3496, and 0.5073, respectively. Compar-
ative analysis reveals that although there are variations in
the results obtained by these three methods, the results from
the proposed method closely align with those from the fuzzy
BWM method [17]. Notably, the By employing Lingo soft-
ware to solve the mathematical model that incorporates the
specified data, the precise weight values for the three criteria
’load flexibility’, ’accessibility’, and ’cost’ are obtained. And,
ranking results generated by the three methods are consistent.

Similarly, the results are compared with those obtained
using the classical BWM and the fuzzy BWM methods. The
consistency ratio CR=0.058 is calculated using the classical
BWM method [5], while the fuzzy BWM method [17] yields
a consistency ratio of CR=0.0559. The CR=0.034 reported in
this paper is lower than those achieved by the aforementioned
methods; thus, the consistency ratio derived in this study is
closer to 0. Consequently, it can be concluded that the BWM
method based on interval neutrosophic numbers demonstrates
superior consistency.

VI. CONCLUSION

Building on the traditional BWM [5] and the fuzzy BWM
method [17] proposed by Guo and Zhao, this paper ad-
dresses the critical factors of fallacy and uncertainty faced by
decision-makers in real-world scenarios. It innovatively com-
bines the interval neutrosophic set with the neutrosophic set
to enhance the BWM, proposing a BWM method based on
interval neutrosophic sets. This approach aims to strengthen
the connection between the classical BWM method and in-
terval neutrosophic numbers. The paper highlights challenges
in calculating interval neutrosophic numbers; specifically,
unlike the fuzzy triangular number, the interval neutrosophic
number lacks defined operations for division and subtraction.
To resolve this, the interval neutrosophic number is trans-
formed into an exact value using a direct scoring function.
Furthermore, the consistency ratio is calculated using the for-
mulas from both the classical and fuzzy BWM methods. The
findings reveal that the consistency ratio obtained is smaller
than those from the existing methods, indicating enhanced
consistency in the proposed method. Thus, the BWM method
based on interval neutrosophic sets, as presented in this study,
proves beneficial in a fuzzy environment.
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