
 

  
Abstract—Current automatic segment extraction techniques 

for identifying target characters in videos have several 
limitations, including low accuracy, slow processing speeds, and 
poor adaptability to diverse scenes. This paper introduces an 
optimized algorithm to address these issues that enhance the 
RetinaFace and FaceNet models.  We selected RetinaFace for 
face detection, employing MobileNetV1-0.25 as the backbone 
network and simplifying its Feature Pyramid Network (FPN) 
structure to boost detection speeds. Analysis of 460 images with 
a 720P resolution demonstrated an average speed improvement 
of 20.6%. For face recognition, we utilized FaceNet with 
MobileNetV3 as the backbone, augmenting its feature 
extraction capability by integrating four Receptive Field Block 
(RFB) structures and replacing the Squeeze-and-Excitation (SE) 
module with the Convolutional Block Attention Module 
(CBAM). Experimental results indicate that our enhancements 
elevate the maximum accuracy to 97%, outperforming the 
original model. Additionally, we integrated these refined 
algorithms and conducted disintegration experiments on 
segment extraction in 10 videos, evaluating various metrics. The 
findings show improvements in both precision and recall. We 
also compared our algorithm against the Dlib model; our 
system achieved an overall interception accuracy of 79.94%, 
surpassing Dlib's 75.55%. This confirms the enhanced 
performance and feasibility of our proposed algorithm. 

 
Index Terms—Face detection, Face recognition, Character 

interception, RetinaFace, FaceNet 
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I. INTRODUCTION 
ITH the onset of the 5G era, the volume and 
importance of video data have surged dramatically. 

Video data has become increasingly crucial because of its 
ease of collection, durability, and retention of comprehensive 
information [1]. Unlike conventional big data, video data 
adds extra dimensions, generates larger volumes, and is 
inherently unstructured, presenting significant challenges for 
processing. 

The burgeoning industry of short videos [2], which has 
grown significantly in recent years, relies heavily on video 
editing technologies. These technologies are crucial across 
various fields, including cinema, animation, and web-based 
video platforms. The recent advancements in deep learning 
have catalyzed significant developments in the automation of 
video data processing. One such development is the 
technology for automatic extraction of target character 
segments from video streams. This technology facilitates the 
automated editing of specific video segments, highlighting 
their research significance and practical value. 

Face recognition technology intersects with domains, such 
as digital image processing [3], computer vision, pattern 
recognition, and machine learning. Its applications are 
widespread and include face identification [4], social security 
measures, expression recognition [5], and feature 
classification [6]. Research and development in face 
recognition technology have progressed through three 
distinct phases: the initial stage, which introduced basic 
recognition techniques; the development stage, which 
enhanced reliability and accuracy; and the adaptive learning 
stage, which employs advanced machine learning algorithms 
to improve performance. These phases have introduced 
various methods, including Feature Invariant Approaches, 
Template Matching Methods, and Knowledge-based 
Methods, the principles of which are summarized in Table I. 

Central to any face recognition system are the processes of 
detection and recognition. Face detection algorithms 
primarily aim to identify the presence of faces within an 
image and refine the image to emphasize facial features. The 
RetinaFace algorithm [7], introduced in 2019 and an 
enhancement of the RetinaNet, integrates the Feature 
Pyramid Network (FPN) and SSH structures to improve 
detection efficacy. As depicted in Figure 1, inputting an 
image into the network outlines the faces detected within. 
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TABLE I 
INTRODUCTION OF THREE BASIC FACE RECOGNITION TECHNOLOGIES 

Method 
classification Realization principle and method 

Feature Invariant 
Approaches 

Through the partial or overall features of the face, 
such as shape, texture, skin color, outline, and other 
features that do not change with external factors 
(such as light, posture, etc.), these features are 
extracted through specific methods to establish a 
feature model of the face. Specific methods include 
the Haar feature [8], LBP (Local Binary Pattern) 
feature, SIFT feature, Gabor feature [9], HOG 
(Histogram of Oriented Gradient) feature, etc. 

Template Matching 
Methods 

Standardize and parameterize the facial features of 
the face to form a face feature template and perform 
face detection by calculating the correlation value 
between the image to be detected and the face 
template. The specific methods are the active 
appearance model (Active Appearance Models, 
AAM) and the active shape model (Active Shape 
Models, ASM). 

Knowledge-based 
Methods 

Construct the inherent feature rules of many face 
images, and use the rules for matching to realize 
face recognition and detection. 

 

Fig. 1.  Detection effect diagram of the RetinaFace algorithm 
 

Challenges in traditional face recognition, such as varying 
poses and lighting conditions [10], have been addressed by 
the FaceNet algorithm, which normalizes features and maps 
them to a Euclidean space for comparison. Figure 2 depicts 
the Euclidean distance [11] serves as a metric for 
distinguishing between individuals, with a threshold value set 
at 1.1. If the Euclidean distance between two images exceeds 
1.1, it is considered that the images belong to different 
individuals. Conversely, if the Euclidean distance is less than 
1.1, it is concluded that the two images represent the same 
person. 
 

 
Fig. 2.  Euclidean distance comparison 
 

In 2015, Google introduced the FaceNet face recognition 
algorithm [12], which has since become a widely used 

network in this field. The initial version of FaceNet utilized 
two types of deep convolutional networks. The first is based 
on the Zeiler & Fergus model [13], introduced in 2013, which 
is an evolution of the AlexNet architecture. The second is 
based on Google's Inceptionv1 model, also known as 
GoogLeNet, which debuted in 2014. 

In their studies, Zhenyao [14] and colleagues utilized deep 
networks to normalize distorted facial images, which were 
then incorporated into a convolutional neural network (CNN) 
containing known identity data. This approach integrates 
Support Vector Machines (SVM) and Principal Component 
Analysis (PCA) for robust face verification. Taigman [15] 
expanded on this by employing a multi-stage research 
methodology. The initial facial input is aligned with a 
standard 3D model and subsequently assessed using a 
multi-class network model capable of recognizing over 4,000 
identities. Furthermore, experiments were conducted using a 
twin network model to refine the L1 distance measurement 
between facial features. 

The initial implementation of the FaceNet algorithm 
employed the Inception-ResNet network model as its primary 
feature extraction network. This model combines elements 
from Google's Inception networks [16]-[18] and Microsoft's 
concept of residual networks, enhancing depth while 
significantly reducing the number of parameters. Research 
focuses on enhancing efficiency and simplifying the network 
architecture, spurred by recent advancements in dynamic 
quantitative network models that offer fresh perspectives for 
FaceNet's innovation. 

However, the RetinaFace algorithm faces challenges, 
notably its prolonged image processing time. It may hinder 
its application in real-time scenarios and fail to meet the 
demands of large-scale data sets or rapid processing needs. 
Similarly, FaceNet struggles with a substantial backbone 
network that consumes considerable computing resources 
and memory and may need more feature extraction 
capabilities in complex scenarios such as variable lighting, 
angles, or partial occlusions. This limitation often restricts 
the model to local feature extraction, which can degrade the 
accuracy of face recognition. 

In response to these challenges, this paper proposes 
optimizations to the RetinaFace and FaceNet algorithms, 
introducing an automatic segment extraction system for 
identifying specific individuals in videos. This enhanced 
system aims to provide more precise and quicker extraction 
of targeted video segments, improving performance and 
applicability. 

II. IMPROVED FACE DETECTION ALGORITHM BASED ON 
RETINAFACE 

A. Selection of the Backbone Network 
The RetinaFace algorithm supports various backbone 

networks, with MobileNet and ResNet [19] being the most 
commonly used. This paper presents two network models, 
one utilizing MobileNetV1-0.25 and the other using ResNet. 
The performance of the RetinaFace algorithm, trained with 
these backbone networks, is analyzed, and the associated loss 
functions are illustrated in Figure 3.

IAENG International Journal of Computer Science

Volume 51, Issue 10, October 2024, Pages 1546-1559

 
______________________________________________________________________________________ 



 

 
a) MobileNetV1-0.25 

 
b) ResNet 

Fig. 3.  Loss function 

Table II compares the results of the RetinaFace face 
detection algorithm using these two backbones. While the 
model based on MobileNetV1-0.25 demonstrates slightly 
lower detection accuracy compared to the ResNet-based 
model, it has a significantly smaller model size—just 1/50th 
of the ResNet model. Consequently, this paper selects 
MobileNetV1-0.25 as the backbone feature extraction 
network for RetinaFace. 
 

TABLE II 
UNITS FOR MAGNETIC PROPERTIES 

Main 
network 

Model 
size 

Enter image 
size Easy Medium Hard 

MobileNet 
V1-0.25 2Mb 1280×1280 89.72% 86.71% 73.27% 

ResNet 105Mb 1280×1280 94.69% 93.08% 84.31% 

 
Using MobileNetV1-0.25 as the backbone extracts three 

prominent feature layers: C3, C4, and C5. These layers serve 
as inputs for the subsequent parts of the network. 

B. Construction of the FPN Feature Pyramid and 
Enhancement of the SSH Feature Extraction Layer 
After extracting three adequate feature layers—C3, C4, 

and C5, they are integrated using a Feature Pyramid Network 
(FPN). The construction of the FPN is illustrated in Figure 4. 
Each of the three layers initially undergoes a 1×1 convolution 
to adjust the number of channels. Subsequently, the smallest 
layer is upsampled to increase its dimensions. Once enlarged, 
it is combined with the second feature layer, which has also 
been adjusted for channel count. This combination process 
facilitates feature fusion. 

Following this initial fusion, a 64-channel 1×1 convolution 
is performed to further standardize the number of channels. 
to standardize the number of channels further. Another 
upsampling step is conducted before adding the largest 
feature layer, again adjusted for channel count. A final 1×1 
convolution with 64 channels is applied to refine the output. 

 

 
Fig. 4.  Construction of FPN  
 

As a result of the FPN operations, three initial predictive 
feature layers, P3, P4, and P5, are derived. These layers are 
then processed through the SSH (Single Stage Headless) 
module, which enhances the receptive field of the feature 
layer. Figure 5 shows the SSH module, which consists of 
three parallel structures. Each structure includes one 3×3 
standard convolution, supplemented by two additional 3×3 
convolutions simulating a 5×5 convolution effect, and three 
3×3 convolutions emulating a 7×7 convolution. This 
configuration enhances the module's capability to handle 
varying feature scales effectively. 
 

 
Fig. 5.  Structure diagram of SSH module 
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C. Analysis of RetinaFace Prediction Results 
Upon processing through the SSH module, the system 

generates three final impactful feature layers, named SSH1, 
SSH2, and SSH3. These layers are used to make predictions 
in RetinaFace, categorized into three types: face 
classification, regression prediction of the human face frame, 
and regression prediction of facial key points. The primary 
outcomes are detailed below: 

(1) Face Classification: This process determines whether a 
face exists within the prior box at each grid point. A 1×1 
convolution adjusts the number of input feature layer 
channels to num_anchors × 2. In RetinaFace, num_anchors 
refers to the number of prior boxes at each grid point, 
typically set to 2. This configuration aids in identifying the 
presence of a face in the prior box; a high value at serial 
number 1 indicates the presence of a face, whereas a high 
value at serial number 0 indicates its absence. 

(2) Face Frame Regression Prediction: This function 
adjusts the dimensions and position of the prior frame to fit 
the detected face accurately, involving width, height, and 
center point coordinates. Each parameter requires four 
channels, so the number of input feature layer channels is 
adjusted using a 1×1 convolution to num_anchors × 4. 

(3) Facial Keypoints Regression Prediction: The aim is to 
predict the coordinates for five vital facial points. The 
number of input feature layer channels is adjusted to 
num_anchors × 10 through a 1×1 convolution. The number 
10 is derived from 5×2, where '5' represents the number of 
facial vital points, and '2' refers to the x and y coordinates 
needed for each point. 

D. Face Detection Dataset 
The face detection study utilized the Wider Face dataset, a 

well-known publicly available dataset shown in Figure 6. It 
consists of 16,106 annotated images with facial details, split 
into 12,880 training images and 3,226 test images [20]. 
 

 
Fig. 6.  Picture display in the dataset 
 

E. Adjust the FPN Feature Pyramid 
Figure 7 illustrates the overall structure of RetinaFace. The 

architecture utilizes a backbone with a Feature Pyramid 
Network (FPN) for feature fusion. The ContextModule 
further processes each feature map to extract additional 

contextual information, which aids in predicting facial 
confidence scores, bounding box coordinates, and facial key 
point locations. 

As demonstrated in Figure 7, the P5 feature map possesses 
the minor receptive field and the finest feature granularity, 
making it suitable for detecting small faces using smaller 
anchors. Conversely, the P2 feature map, with the largest 
receptive field and the coarsest feature granularity, is used 
with more prominent anchors to detect more giant faces. 
 

 
Fig. 7.  Overall structure diagram of the RetinaFace 
 

Upon analyzing the original FPN feature pyramid, we 
optimized RetinaFace by focusing model predictions on more 
significant faces and excluding results for smaller faces. This 
decision is based on the observation that detecting smaller 
faces contributes minimally to the accuracy and recall of face 
recognition tasks. Consequently, removing the function to 
detect small faces in such scenarios conserves computational 
resources and enhances the model's inference speed. Figure 8 
depicts the revised diagram of the FPN structure, highlighting 
these adjustments. 
 

 
Fig. 8.  Improved FPN structure diagram 
 

F. Experimental Comparison and Result Analysis 
In training the RetinaFace algorithm model, we set the 

learning rate to 0.01, defined the batch size as 8, and 
conducted 150 training iterations. After the experiment, we 
analyzed the processing speed of 460 images with 720p 
resolution. We compared the face detection speeds before 
and after simplifying the FPN and against classical face 
detection algorithms such as VGG and CNN. The results in 
Table III indicate that the improved RetinaFace algorithm 
model achieves a faster average detection speed than its 
previous version and the compared classical algorithms. 
 

TABLE III 
COMPARISON OF RESULTS 

Algorithm Average time spent (ms) 

VGG 115 

CNN 67 

RetinaFace 16.5 

Algorithm in this paper 13.1 
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a) Improved face detection 

 
b) Face detection before improvement 

Fig. 9.  Comparison of detection results before and after improvement

Figure 9 demonstrates the face detection performance of 
the RetinaFace algorithm before and after the improvements 
were implemented. The primary enhancement involved 
eliminating the functionality for predicting small-sized face 
detection boxes in the initial stage of the FPN on the 
RetinaFace backbone. This modification leads to the 
exclusion of only relatively small faces from detection, which 
has negligible impact on subsequent processes, such as face 
recognition accuracy and recall. 
 

TABLE IV 
COMPARISON OF EXPERIMENTAL RESULTS BEFORE AND AFTER 

IMPROVEMENT 

Backbone network Easy Medium Hard FPS 

Resnet 94.69% 93.08% 84.31% 19.0 

Resnet+FPN 93.52% 92.01% 82.12% 21.0 

Mobilenet 89.72% 86.71% 73.27% 60.3 

Mobilenet+FPN 88.91% 86.11% 72.12% 76.1 

 
In practical testing, on the Mobilenet model, the face 

detection speed of 720p resolution images increased by 
2.6ms, reaching approximately 5.47fps. As shown in Table 
IV, this improvement is observed on the Mobilenet and the 
Resnet network after the feature pyramid is enhanced. 
Although the detection accuracy is reduced, the downstream 
task is face recognition, and the decrease in accuracy is due to 
discarding detections of smaller faces, which has little effect 
on subsequent face recognition. However, the face detection 
speed has significantly improved after the enhancement. 

III. IMPROVED FACE RECOGNITION ALGORITHM BASED ON 
FACENET 

The face recognition process begins with the RetinaFace 
algorithm for detecting faces, followed by employing the 
FaceNet algorithm to extract facial features from the detected 
faces. 

A. Face Image Normalization 
In natural shooting conditions, it is common for people in 

video footage to not always face the camera directly. Also, 
the distance between the subject and the recording equipment 

can vary, causing differences in the size and orientation of the 
captured faces. 

Most faces in video frames are not straight-on because of 
changes in body posture, which can make the face appear 
tilted. This makes face recognition more complex. To address 
this issue, we use image-level normalization techniques. 

The normalization process begins by checking the position 
of the eyes in the face image to see if the face is horizontal. 
Usually, the line between the eyes should be horizontal if the 
face is aligned correctly. However, due to minor errors in the 
identification process, significant deviations from horizontal 
are standard in video data. To fix this, we carry out horizontal 
normalization on the face images. This involves calculating 
the tilt angle and rotating the image to achieve a horizontal 
orientation. The steps involved in this horizontal 
normalization process are detailed in Figure 10. 
 

 
Fig. 10.  The overall process of horizontal normalization 
 

The specific steps are as follows. 
(1) In the face picture obtained from the video data. Make 

sure the coordinates of the left eye are marked as (𝑥𝑥1,𝑦𝑦1). 
The coordinates of the right eye are marked (𝑥𝑥2,𝑦𝑦2). 

(2) Note that the angle between the line connecting the 
eyes and the horizontal line is 𝛼𝛼, then the calculation method 
of 𝛼𝛼 is: 
 𝛼𝛼 = arctan �𝑦𝑦2−𝑦𝑦1

𝑥𝑥2−𝑥𝑥1
� (1) 

(3) The declination angle 𝛼𝛼 between the image and the 
horizontal direction is obtained from the formula (3-9). Then, 
the image must be reversely rotated by an angle 𝛼𝛼 to obtain a 
horizontal image. Note (𝑥𝑥,𝑦𝑦)  as the coordinates of the 
original image. (𝑥𝑥′, 𝑦𝑦′) is the rotated image, which can be 
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obtained from the rotation angle 𝛼𝛼: 

 �𝑥𝑥
′

𝑦𝑦′� = � 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼
−𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼� �

𝑥𝑥
𝑦𝑦� (2) 

After horizontal normalization, the issue of the face's 
horizontal angle is effectively resolved, ensuring optimal 
horizontal alignment. This adjustment significantly reduces 
the impact of other factors, such as angle variations, on 
subsequent face detection and recognition processes. 

During video recording, the uncontrollable nature of 
human movement means that the distance between the 
camera and the subjects can change constantly. Consequently, 
the size of the faces in the recorded images varies. To address 
this, size normalization becomes a crucial step in the 
preprocessing of video images. The specific steps involved in 
this process are detailed in Figure 11. 
 

 
Fig. 11.  The overall flow of size normalization 
 

(1) In the obtained face image. Determine the coordinates 
of the left eye as (𝑥𝑥1, 𝑦𝑦1) and the coordinates of the right eye 
as (𝑥𝑥2, 𝑦𝑦2). 

(2) Calculate the distance 𝑑𝑑  between the eyes. 𝑑𝑑  is 
calculated as the formula: 
 𝑑𝑑 = 𝑥𝑥2 − 𝑥𝑥1 (3) 

(3) Determine a standard distance 𝑑𝑑0. Calculate the scaling 
ratio 𝐿𝐿 corresponding to each image:  
 𝐿𝐿 = 𝑑𝑑

𝑑𝑑0
 (4) 

(4) Scale the entire image according to the scaling ratio of 
each image. For each coordinate (𝑚𝑚,𝑛𝑛) , the scaled 
coordinate is (𝑚𝑚0,𝑛𝑛0) . The calculation method is the 
formula: 
 𝑚𝑚0 = 𝑚𝑚

𝐿𝐿
         𝑛𝑛0 = 𝑛𝑛

𝐿𝐿
 (5) 

B. Face Recognition Dataset 

 
Fig. 12.  Partial dataset picture display 

The face recognition dataset used in this study is sourced 
from the publicly available CASIA-WebFace dataset, as 
illustrated in Figure 12. For this research, we selected and 
aligned available faces from the dataset. The organization of 
the dataset involves creating multiple subdirectories within 
the leading dataset directory. Each subdirectory contains 
numerous face images, all representing the same individual. 

C. Workflow of FaceNet 
As illustrated in Figure 13, the FaceNet algorithm consists 

of three main components. The first component is the 
backbone feature extraction network, which extracts the 
initial feature from the input face image, obtaining 
preliminary facial features. 
 

 
Fig. 13.  FaceNet algorithm workflow 
 

These preliminary features are processed in the second 
stage to produce a 128-length feature vector. This involves 
executing a global average pooling operation [21] on the 
preliminary feature layer to create an unprocessed feature 
strip, followed by a fully connected layer with 128 neurons. 
This process yields an initial feature vector of length 128. 

The third component involves performing L2 
normalization on this 128-length feature vector. The rationale 
behind L2 normalization is to standardize the magnitudes of 
the feature strips obtained from the second stage. Without 
this step, the feature strips could vary significantly in 
magnitude, leading to instability in the network during face 
recognition tasks. L2 normalization adjusts the feature strips 
to a uniform magnitude [22], ensuring that the modulus of the 
input face feature strips is standardized to 1. This enhances 
the stability of the network, facilitating more reliable face 
comparison operations. 

In Figure 13, "Batch" refers to batches of input face images 
detected and cropped to a uniform size for processing. These 
images first undergo feature extraction and then L2 
normalization. Subsequently, classification is performed 
using the Triplet loss function, which aims to minimize the 
distance between feature vectors of the same identity and 
maximize the distance between those of different identities. 

Once the face feature vector of length 128 is normalized 
during face recognition, it is compared with existing vectors 
in the face database. Suppose a vector in the database shows a 
close Euclidean distance to the newly obtained vector. In that 
case, it indicates a high similarity between the two faces, 
suggesting they likely belong to the same individual. 

D. Select Backbone Network 
The FaceNet algorithm offers a variety of options for the 

backbone network, including MobileNet and 
Inception-ResNetV1. In our research, we constructed 
network models using MobileNetV1, MobileNetV3, and 
Inception-ResNetV1 [23] as backbones, as detailed in Table 
V. Our findings indicate that the model based on 
MobileNetV1 achieved a recognition accuracy of 96.81%. In 
comparison, MobileNetV3 reached 96.96%, and 
Inception-ResNetV1 achieved the highest accuracy at 
97.41%. However, these models exhibit substantial 
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parameter count and size differences. Specifically, 
MobileNetV1 has 3,360,707 parameters, MobileNetV3 has 
3,338,304, and Inception-ResNetV1 has 22,793,728, 
approximately seven times more than the MobileNet models. 
Given the impact of model size on experimental equipment 
selection and the minimal difference in accuracy among the 
models, our paper selects MobileNetV3 as the backbone 
feature extraction network for FaceNet.  

Furthermore, the thresholds in Table V function as 
decision boundaries. Distances exceeding these thresholds 
signal different individuals, while distances below the 
thresholds indicate the same person. 
 

TABLE V 
EXPERIMENT COMPARISON 

Model Accuracy Parameter Threshold 

MobileNetV1 96.81% 3360707 1.05 

Inception-ResNetV1 97.41% 22793728 1.04 

MobileNetV3 96.96% 3338304 1.05 

 
The FaceNet face recognition algorithm utilizes a chosen 

backbone network to extract a 128-dimensional feature 
vector of the face. This vector is then analyzed using the 
Triplet Loss function, which aids in identifying similar 
samples by quantifying them as Euclidean distances. This 
method effectively verifies individual facial features by 
leveraging the principles of similarity, enabling accurate 
authentication. For a visual representation of the algorithm's 
structure, refer to Figure 14. 
 

 
Fig. 14.  FaceNet algorithm structure 
 

Let the eigenvector input to the Euclidean space be 𝑥𝑥𝑖𝑖𝑎𝑎. 
The positive sample feature vector is 𝑥𝑥𝑖𝑖

𝑝𝑝. The egative sample 
feature vector is 𝑥𝑥𝑖𝑖𝑛𝑛. Then the expression of the TripletLoss 
loss function is 

 
∥ 𝑓𝑓(𝑥𝑥𝑖𝑖𝑎𝑎) − 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑝𝑝) ∥22+ 𝛼𝛼 <∥ 𝑓𝑓(𝑥𝑥𝑖𝑖𝑎𝑎) − 𝑓𝑓(𝑥𝑥𝑖𝑖𝑛𝑛) ∥22

∀�𝑓𝑓(𝑥𝑥𝑖𝑖𝑎𝑎), 𝑓𝑓(𝑥𝑥𝑖𝑖
𝑝𝑝), 𝑓𝑓(𝑥𝑥𝑖𝑖𝑛𝑛)� ∈ 𝑇𝑇

 (6) 

In Equation (6), 𝛼𝛼  is the positive and negative sample 
boundary value. 𝑇𝑇 is the set of possible triples in the data set. 
𝑛𝑛 represents the number of elements in the set. 

Triplets, central to this process, consist of an Anchor, a 
Negative, and a Positive image. The Anchor is the reference 
image, the Positive is an image from the same category as the 
Anchor, and the Negative is from a different category. The 
Triplet Loss function aims to minimize the distance between 
the Anchor and the Positive while maximizing the distance 
between the Anchor and the Negative, thereby confirming 
their positions in the Euclidean space. This process helps to 
judge the authenticity of the relationships more accurately. 
The operation of the Triplet Loss function is detailed in 
Figure 15. 
 

 
Fig. 15.  The process of Triplet Loss 
 

The similarity of corresponding samples is obtained by 
comparing the Euclidean distance of the feature vector 𝑥𝑥𝑖𝑖𝑎𝑎. 
The formula for calculating Euclidean distance is 

 𝐷𝐷 = ��𝑥𝑥𝑖𝑖1 − 𝑥𝑥𝑗𝑗1� + �𝑥𝑥𝑖𝑖2 − 𝑥𝑥𝑗𝑗2� + ⋯+ �𝑥𝑥𝑖𝑖𝑑𝑑 − 𝑥𝑥𝑗𝑗𝑑𝑑� (7) 

In Equation (7), 𝑖𝑖  and 𝑗𝑗  represent the sample ID 
participating in the training. 𝑑𝑑 represents the dimension. 𝐷𝐷 
represents the Euclidean distance between two samples. 

E. Attention Module and RFB Structure 
In research, we have improved the backbone network 

model by integrating the CBAM attention mechanism, which 
consists of channel and spatial attention modules, as depicted 
in Figure 16. 

The channel attention module, illustrated in the upper 
section of Figure 16, operates as follows: It uses global 
average pooling (AvgPool) and global maximum pooling 
(MaxPool) on the input feature layer to capture spatial 
dimensions. The results of these pooling operations are then 
fed into a shared fully connected layer (SharedMLP). The 
outputs from this layer are combined and processed through a 
Sigmoid activation function, generating a channel attention 
map. This map specifies the weights assigned to each channel 
of the input feature layer, which is then used to enhance 
specific features by channel-wise multiplication with the 
input feature layer. 

On the other hand, the spatial attention module, shown in 
the lower part of Figure 16, evaluates the significance of 
different regions within the input image, complementing the 
channel attention module. Spatial attention is computed by 
conducting average pooling and max pooling across the 
channel dimension of each feature point to create a stacked 
feature descriptor. This descriptor is then processed through a 
convolutional layer with adjusted channel numbers, and the 
output undergoes Sigmoid activation. The resulting 
two-dimensional spatial attention map assigns weight values 
to each point in the input feature map. These weights are then 
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applied channel-wise to the input feature layer, similar to the 
process in the channel attention module, refining the focus on 
significant spatial features. 
 

Fig. 16.  CBAM structure 
 

Our study introduces modifications to the backbone 
network architecture to enhance recognition performance. 
The detailed modified structure is provided in Figure 17. 

 

 
Fig. 17.  RFB structure location 
 

The quality of facial feature information significantly 
impacts the FaceNet backbone network's recognition results 
it extracts. To improve feature extraction and broaden the 
recognition image's receptive field, this study integrates four 
RFB (Receptive Field Block) structures into the FaceNet 

backbone. The RFB module aims to boost detection accuracy 
while keeping the network efficient and computationally 
lightweight by enhancing feature representation from a 
receptive field perspective. It achieves this by incorporating a 
dilated convolution inspired by the Inception model, 
effectively broadening the receptive field and maintaining 
generalization capabilities when used with MobileNet. The 
RFB's structural details are provided in Figure 18. 
 

 
Fig. 18.  RFB structure diagram 
 

In order to compare the performance of a face recognition 
algorithm that integrates the CBAM attention mechanism and 
RFB structure, experimental validation was carried out using 
the CASIA-WebFace dataset for 30 epochs. The outcomes of 
this validation are detailed in Table VI. 
 

TABLE VI 
EXPERIMENTAL COMPARISON OF DIFFERENT STRUCTURES 

Model Training Dataset Number of 
Iterations Accuracy 

FaceNet CASIA-WebFace 30 96.96% 

FaceNet+CBAM CASIA-WebFace 30 97.01% 

FaceNet+RFB CASIA-WebFace 30 97.12% 

FaceNet+CBAM+RFB CASIA-WebFace 30 97.36% 

 
The training curves for the FaceNet-MN (utilizing 

MobileNet as the backbone) and FaceNet-MNR (employing 
MobileNet as the backbone with the addition of four RFB 
structures and the CBAM attention mechanism) models are 
depicted in Figure 19. The figure's red solid line represents 
the accuracy curve obtained during training, while the green 
dotted line portrays a smoothed version of these results. It is 
evident from the visualization that the FaceNet-MNR model 
attains higher accuracy, peaking at a maximum rate of 
97.36%, which outperforms the original FaceNet-MN model.
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a) FaceNet-MN training accuracy rate curve 

 
b) FaceNet-MNR training accuracy rate curve 

Fig. 19.  Model training accuracy curve 

Moreover, this paper compares the accuracy rates attained 
by the proposed algorithm and other methods using the LFW 
dataset, as illustrated in Table VII. The results manifest that 
the algorithm introduced in this study markedly amplifies 
accuracy compared to conventional face recognition 
algorithms, accomplishing a substantial advancement in 
performance. 
 

TABLE VII 
EXPERIMENTAL COMPARISON OF DIFFERENT ALGORITHMS 

Algorithm Accuracy 

combined Joint Bayesian 0.9242 

high-dimLBP 0.9517 

CNN-3DMM estimation 0.9235 

FR + FCN 0.9645 

FaceNet 0.9696 

DeepFace 0.9735 

model in this paper 0.9736 

F. Prediction Process and Effect Demonstration of 
FaceNet 
Figure 20 illustrates the input process for the FaceNet 

algorithm, which begins by taking two images as input. These 
images first undergo a series of preprocessing steps [24]. 
Initially, an undistorted resize operation is applied to ensure 
image consistency. Subsequently, they are resized to meet the 
specific requirements of the FaceNet algorithm model, 
including normalization and dimension adjustment.  

After preprocessing, the images are input into the FaceNet 
model, which produces feature vectors for each image. The 

algorithm computes the Euclidean distance between these 
vectors to determine similarity. If the distance is less than a 
specified threshold, the algorithm identifies the images as 
portraying the same person. Conversely, if the distance 
exceeds the threshold, it concludes that the images represent 
different individuals. 
 

 
Fig. 20.  Prediction process of FaceNet 
 

The face recognition threshold is illustrated in Figure 21 
and is set at 1.04. For the first image pair, the calculated 
distance is 0.630, which is below the threshold, indicating 
that the images are of the same individual. In contrast, the 
distance for the second image pair is 1.360, surpassing the 
threshold and identifying the images as depicting different 
individuals. These examples highlight the effectiveness of 
the FaceNet algorithm in discerning whether two faces 
correspond to the same person. 

 
a) Euclidean distance comparison of the same face 

 
b) Euclidean distance comparison of different faces 

Fig. 21.  FaceNet checks the rendering 
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IV. REALIZATION OF FACE RECOGNITION AND INTERCEPTION 
IN VIDEO 

A. Construction of Face Recognition and Interception 
Network 
Figure 22 depicts the process of face recognition and 

interception in three main stages. The initial stage utilizes the 
RetinaFace algorithm to detect faces in the input images. 
Once the face detection is complete, the system records the 
coordinates of the face frames within the images. These 
coordinates are then employed to crop and align the faces. 
 

 
Fig. 22.  The process of face recognition 
 

In the second stage, the cropped faces undergo processing 
using the FaceNet algorithm, which converts them into 
128-dimensional feature vectors. These vectors capture the 
intricate facial features extracted from the images. 

The final stage involves face comparison. In this stage, the 
newly generated feature vectors are compared with the 
existing eigenvectors in the database by computing the 
Euclidean distance between them. This distance measures 
dissimilarity between each detected face and the faces stored 
in the database. The system then iteratively identifies the face 
with the shortest Euclidean distance. If this distance is below 

a predetermined threshold, it indicates that the detected face 
corresponds to a face in the database, confirming the 
individual's identity. 
 
Construction And Initialization of the Face Database 

Figure 23 illustrates the compilation of a face database 
comprising images of individuals for recognition purposes. 
Each image is labeled with a unique file name prefix 
corresponding to the person's identifier. For example, 
'person1_1.jpg' denotes the first image of person1's face. It's 
essential to ensure that each image contains only one targeted 
face, and multiple images may be associated with the same 
individual, such as 'person1_2.jpg' and 'person1_3.jpg'. Each 
image in the database is mapped to a unique individual. 
 

 
Fig. 23.  Face database 
 

The initial setup of the face database [25] involves a series 
of steps to prepare for face recognition by identifying and 
encoding the faces that the system should recognize. The 
initialization process includes the following steps: 

(1) Traversing all images within the database. 
(2) Utilizing RetinaFace to locate the face within each 

image. 
(3) Cropping the detected face from the image. 
(4) Aligning the cropped faces. 
(5) Encoding each face using the FaceNet algorithm. 
(6) Compiling the encoding results of all faces into a list. 
(7) This list comprises the feature vector repository for all 

faces in the database, which will be used to establish identity 
by comparing with faces in real-time images. 
 
Comparison of Target Faces in the Database with Real-time 
Images 

The procedure for comparing real-time images with the 
face database is presented in Figure 24.  
 

 
Fig. 24.  Check faces against a database 
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In the real-time face detection process, the following steps 
are performed iteratively for each detected face: 

(1) Retrieve the 128-dimensional feature vector from the 
detected face image. 

(2) Compare this vector with each feature vector in the 
database using the Euclidean distance calculation. 

(3) Identify the database face that best matches the 
detected face. 

(4) If the calculated Euclidean distance is below a specified 
threshold, the system infers a successful recognition and 
identifies the individual. 
 
Display of Prediction Results 

The prediction results are presented in Figure 25. In Figure 
a), there is an image of person_1; in Figure b), person_2 is 
shown. Both individuals' faces are in the database, so after the 
network processes the images, they are framed and labeled 
with their names at the lower-left corner of the frame. 
 

         
a) person_1                                     b) person_2 

 

         
c) unknown                                    d) unknown 

Fig. 25.  Prediction effect of face recognition network 
 

However, in Figures c) and d), the faces do not match any 
in the dataset. As a result, when processed, the network 
frames the faces but cannot identify them, leaving the identity 
information unrecognized. 
 

B. Experiment on Intercepting Clips of Target Characters 
in Videos 

Introduction to the Experimental Environment 
The setup for the experimental environment is detailed in 

Table VIII. 
 

TABLE VIII 
EXPERIMENTAL ENVIRONMENT 

Experimental environment configure 

operating system Windows10 
CPU Intel Core i7-10700F @ 2.90GHz 
GPU NVIDIA GeForce RTX 3070 8G 

GPU acceleration library CUDA 11.3, cudnn 7.6.5 
language Python3.8 
compiler Pycharm 2023.1 

Deep learning framework Pytorch 1.11.0 

Experimental Design 
The process for video capture based on face recognition is 

depicted in Figure 26. The workflow follows: the input video 
data is read frame by frame. The face detection module 
analyzes each frame to determine the presence of a face. If a 
face is detected, the face recognition module extracts facial 
feature information for that frame and compares it with the 
feature information in the face database. If a match is found, 
indicating the detected face corresponds to the target 
individual, that frame's information is recorded. This process 
continues for each subsequent frame until the video 
concludes. The collected frame information is then compiled 
to create a new video. 
 

 
Fig. 26.  Experimental flowchart 
 
Experimental Running Test  

For the test, a video file is downloaded from the internet. 
The face detection and recognition algorithm described in 
this paper is then applied to conduct a video-cutting 
experiment. The video used in this experiment is 59 seconds 
in length. The target individual's face image is entered into 
the face database to create the corresponding face data. The 
experimental process is illustrated in Figure 27. 

During video face recognition. Compare the current video 
frame with the face database. If the current frame recognizes 
a face similar to the face library, the current frame is saved. 
Each video frame is compared to the face database during 
video face recognition. If a frame is recognized as containing 
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a face similar to one in the database, it is saved. As indicated 
in Figure 28, video frames are saved individually with the 
picture name reflecting the frame number from the video. 
Upon completion of the video recognition, the saved frames 
are used to assemble a new video, effectively capturing the 
segments featuring the characteristic target individual. 
 

 
a) The face in the video is the same as the recognized face 

 
b) The face in the video is different from the recognized face 

Fig. 27.  Experimental operation effect 
 

 
Fig. 28.  Partially saved frame 
 
Experimental Process 

The research gathered ten online videos of different 
durations for experimental analysis. We also acquired and 
stored images of pertinent individuals ahead of time. These 
videos encompass a range of challenges, such as occlusions, 
facial poses, and varying face sizes. 

The study evaluates the model using Precision, Recall, and 
F1-score metrics to gauge the enhanced algorithm's 
performance. As per Table IX, the version of RetinaFace 
known as RetinaFace (FPN) represents the improved 
iteration in this study. Similarly, in this paper, FaceNet 
(CBAM+RFB) denotes the optimized FaceNet model. 

Comparative analysis indicates that the precision and recall 
of the enhanced algorithms are 5% and 5.34% higher, 
respectively than those of the original versions. 
 

TABLE IX 
COMPARISON OF ABLATION EXPERIMENTS OF VARIOUS OPTIMIZATION 

ALGORITHMS 

RetinaFace 
(FPN) 

FaceNet 
(CBAM+RFB) Precision Recall F1-score 

  77.94% 76.55% 0.77 

√  80.99% 79.66% 0.80 

 √ 81.55% 80.69% 0.81 

√ √ 83.26% 81.89% 0.82 

 
The evaluation standard of this experiment is the accuracy 

rate of the interception of the target person, as shown in 
Equation (8).  
 𝑣𝑣 = ℎ/𝑠𝑠 ∗ 100% (8) 

In Equation (8), 𝑣𝑣 represents the accuracy rate of target 
person interception. ℎ is the length of time that the target 
person appears. 𝑠𝑠  represents the time the target person 
appears in the video segment. Aggregating data from all ten 
videos, the system's total interception accuracy is 79.94%. 

Additionally, a separate video capture experiment was 
conducted using the Dlib model for face recognition, with the 
results detailed in Table X. When consolidating all data from 
the ten videos, the overall interception accuracy of the 
Dlib-based experiment stands at 75.55%. In comparison, the 
model proposed in this paper achieves a higher total 
interception accuracy of 79.94%. 
 
Analysis of Experimental Results 

Among the ten online videos tested, the highest face 
recognition-based interception accuracy was 91.30%, and the 
lowest was 62.96%. Comparing the interception accuracy of 
these videos with the original footage, it was observed that 
the segments with higher accuracy typically featured higher 
video quality, with faces visible to the camera and less 
complex backgrounds. In contrast, videos with lower 
interception accuracy often suffered from adverse lighting 
and excessive variation in facial positioning. The system's 
feasibility was further substantiated by a comparative 
experiment with the Dlib model using the same set of videos. 

V. CONCLUSION 
This study presents an enhanced automatic clipping 

technique for video segments featuring targeted individuals, 
leveraging improvements in both RetinaFace and FaceNet 
algorithms. The RetinaFace algorithm was refined by 
employing MobileNetV1-0.25 as the backbone and 
optimizing the Feature Pyramid Network (FPN) to exclude 
detections of smaller faces. Analyzing the processing speed 
for 460 images with a 720P resolution, the enhanced 
algorithm achieved a frames per second (FPS) rate 76.1, 
marking a 26.2% improvement over the original model's 60.3 
FPS. Moreover, the detection speed outperformed those of 
the VGG and CNN algorithms. Additionally, the average 
processing time per image was reduced by 3.4 ms to 13.1 ms, 
culminating in an average detection speed increase of 
roughly 20.6%. 
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TABLE X 
COMPARISON OF EXPERIMENTAL RESULTS WITH DLIB MODEL 

Video segment Video duration 
The duration of the 
appearance of the 

target person 

The duration of the 
model interception 

in this paper 

The duration of 
Dlib model 
interception 

The accuracy of 
the model 

interception in this 
paper 

Accuracy of Dlib 
model interception 

Video 1 59 s 23 s 21 s 20 s 91.30% 86.96% 

Video 2 3 minutes 
34 seconds 

2 minutes 
57 seconds 

2 minutes 
05 seconds 

2 minutes 
07 seconds 70.62% 71.75% 

Video 3 2 minutes 
44 seconds 

1 minute 
31 seconds 

1 minute 
15 seconds 

1 minute 
05 seconds 82.41% 71.43% 

Video 4 5 minutes 
18 seconds 

2 minutes 
23 seconds 

1 minute 
50 seconds 

1 minute 
50 seconds 76.92% 76.92% 

Video 5 3 minutes 
18 seconds 

1 minute 
41 seconds 

1 minute 
18 seconds 

1 minute 
17 seconds 77.22% 76.24% 

Video 6 1 minute 
11 seconds 54 seconds 34 seconds 34 seconds 62.96% 62.96% 

Video 7 1 minute 
08 seconds 42 seconds 38 seconds 36 seconds 90.48% 85.71% 

Video 8 2 minutes 
05 seconds 

1 minute 
38 seconds 

1 minute 
27 seconds 

1 minute 
27 seconds 88.78% 88.78% 

Video 9 2 minutes 
58 seconds 

1 minute 
21 seconds 

1 minute 
09 seconds 52 seconds 85.18% 64.20% 

Video 10 55 seconds 34 seconds 25 seconds 24 seconds 73.53% 70.59% 

 
Furthermore, FaceNet was refined by adopting 

MobileNetV3 as the backbone, which showed superior 
model size and detection accuracy. The FaceNet backbone 
was augmented with four Receptive Field Block (RFB) 
structures to broaden the receptive field, and the 
Convolutional Block Attention Module (CBAM) was 
incorporated to boost feature extraction capabilities. The 
enhanced model achieved an accuracy of up to 97.36%, 
which exceeded the original FaceNet's 96.96%. 

The system's performance was tested across 10 cinematic 
video clips when integrating the facial detection and 
recognition capabilities. The combined enhancements in 
RetinaFace and FaceNet led to a 5% increase in precision and 
a 5.34% increase in recall. Compared with the Dlib model, 
the overall clipping accuracy of the proposed model was 
79.94%, outperforming the Dlib model's 75.55% under 
identical conditions. The analysis of experimental results 
demonstrates the system's feasibility and practical 
applicability.  

This study successfully implements an automatic clipping 
function for segments featuring targeted individuals in videos. 
Although the technology can automatically edit segments 
featuring targeted individuals, recognition speed may 
decrease in low video quality or overly complex scenes. 
Additionally, processing large video files remains 
time-consuming, highlighting significant opportunities for 
further improvements. Enhancing video clipping speed under 
these conditions remains a key focus for future research. 
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