
 

  

Abstract—This study proposes a facial expression recognition 

model based on anomaly features and multispectral imaging 

(AF-MSI) to extract spectral, spatial, anomalous, and temporal 

features for recognizing facial expressions. To ensure that the 

extracted anomaly is consistent with the characteristics of a 

human face and expression, the background of the face 

required by anomaly extraction is reconstructed using the 

spatial characteristics and facial spectral signal correlation. 

Then, improved spectral correlation is employed to reconstruct 

a sparse coding model based on spectral images, thereby 

constructing a sparse dictionary. A temporal anomaly feature 

signal is divided into short intervals with a fixed number of 

frames. Further, the descriptor and correlation of the 

short-term sequence features are obtained by the sparse 

dictionary’s base vector. The characteristic signals with good 

correlation are selected as representative 

spectral-spatial-anomaly-temporal features for subsequent 

training and learning. The proposed model is verified 

experimentally on different datasets and compared with the 

state-of-the-art methods. The experimental results demonstrate 

that the proposed facial expression recognition model can 

achieve an accuracy of over 86% and has a significant 

advantage over comparable algorithms. 

 

 
Index Terms—Multispectral imaging, facial expression, 

anomaly detection 

 

I. INTRODUCTION 

motion recognition has been attracting increasing 

attention in the field of human–computer interaction 

since emotion recognition became an important part of 

artificial intelligence with broad application to medical 

science and health management [1-3]. Emotion recognition 

based on facial expression has always been popular due to its 

complete noncontact and noninvasive features [4-7]. The 

current feature extraction methods for facial expression 

recognition (FER) focus on extracting the hand-crafted and 

learned features. Based on the technique for image data 

acquisition, the FER methods can be roughly divided into 

RGB (the Red-Green-Blue) sensor-based methods and other 

imaging sensor-based algorithms. 
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A. Hand-crafted and Learned Feature-based FER 

The hand-crafted features can be divided into static and 

temporal expression features according to data properties. 

The hand-crafted features are initially obtained from static 

data. Hybrid features, geometric features, sparse 

representation, genetic algorithm, principal component 

analysis, and local binary model algorithm coupled with 

computer vision models have been extensively used in FER 

[8–11]. The facial structural features [17–19] and geometric 

differences [20], [21] in geometric features [12–16], [50–54] 

have also been used to study local binary patterns, local phase 

quantification, and Gabor wavelets. Recently, the methods 

for obtaining facial expression features from time-series 

imaging data have been improved to realize dynamic emotion 

recognition progress [22–26]. Many methods can be used to 

track facial changes and movement trends in real time to 

obtain dynamic emotion recognition features [28–31]. 

Spatiotemporal features have also been popular because they 

can obtain facial morphology and identify action units (AUs) 

[32–37], [48–50]. Moreover, expression dynamics in facial 

expression sequences, including dynamic appearance 

descriptors, have also received increasing attention [38-41]. 

The hand-crafted features can also be divided into 

appearance and geometrical features according to the feature 

acquisition region [12–14]. Many subtle changes in static or 

dynamic features are still challenging to detect and track by 

hand-crafted feature-based methods, even when geometric 

features are intuitive and efficient in describing facial 

expressions. Appearance features, which use the intensity 

signal of images, particularly global appearance features [1] 

[43-47], [74], [79], are advantageous in feature detection and 

noise stability tasks. However, the methods based on these 

features have poor performance in describing details and 

might be impacted by various facial characteristics. 

Unlike the hand-crafted feature-based methods, the 

development of artificial intelligence has increased the 

application of deep learning-based algorithms to the 

extraction of relevant features of facial expressions in the 

machine vision field [57]. Deep learning-based models, 

including recurrent neural networks [58],[59], long 

short-term memory (LSTM) models [61], and Bayesian 

networks [62], [64], [65], have been widely used in the FER. 

In addition, deep learning-based models, such as 

convolutional neural networks[66],[67], various neural 

networks [69], and boosted deep belief networks (DBNs) 

[71], have also been combined with machine learning-based 

algorithms to extract AUs and expression classification 

features [71-81]. However, spectral features in the RGB-band 

time-series data have not been effectively considered in 

previous works. 
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B. Imaging Sensor-based FER 

The FER uses imaging sensors to acquire features. In 

addition to usually adopted RGB sensors (e.g., Cer [3], 

Ldl-Alsg (L-A) [56], Stfrl [112], It-Rbm [113], Lbvcnn [114], 

Ada-CM[26], and Daugn [116]), thermal and other imaging 

sensors [82–85] have been increasingly used in recent years. 

The FER based on thermal imaging relies on the human body 

temperature to extract features. Some studies have adopted 

machine vision and deep learning-based methods to extract 

disordered temperature laws and head motion from specific 

areas of the human face to identify various facial expressions 

and emotions [82–85]. Apart from the FER, the features of 

temperature changes in the forehead, periodic region, and 

nose of the human face can help to recognize a specific 

emotion. For instance, emotional stress recognition based on 

thermal imaging has made encouraging progress in the last 20 

years [87–92]. 

Further, in the last 10 years, spectral imaging technology 

has emerged in affective computing. Unlike traditional 

imaging technologies, spectral imaging systems can acquire 

both spatial and spectral information. This information can 

provide sufficient spectral characteristics for target 

recognition, bio-information extraction, and geographic 

investigation [94–100]. In the Earth observation and remote 

sensing tasks, anomaly detection is feasible due to the rich 

spectral information [105], [106]. Moreover, the features 

indicating facial tissue oxygen saturation can be extracted by 

hyperspectral and multispectral imaging (MSI) technology to 

identify human stress states [102–104]. 

Spectral imaging is based on narrow-band data structure, 

and it combines spectral technology to detect a target’s 

two-dimensional (2D) geometric spatial information and 

one-dimensional (1D) spectral information. It also provides 

continuous and narrow-band image data with high spectral 

resolution. Spectral imaging has been developing rapidly in 

recent years and includes grating beam splitting, 

acousto-optic tunable filter splitting, and prism splitting. The 

crucial characteristic of spectral imaging is the combination 

of imaging and spectral detection. When the spatial 

characteristics of a target are imaged, each spatial pixel is 

dispersed to form dozens or even hundreds of narrow bands 

for continuous spectral coverage. Therefore, these data can 

be described as a three-dimensional (3D) data block. Thus, a 

sample’s spatial and spectral data are integrated into an image 

set. Spectral imaging has been widely applied to the fields of 

food safety, medical diagnosis, and remote aerospace sensing. 

Compared to traditional three-band RGB imaging, spectral 

imaging technology provides more useful information and 

references for structural changes caused by facial expressions. 

This study introduces multispectral technology to FER. 

C. Challenges and Contributions 

Previous research on the FER has made many important 

achievements. However, achieving accurate and efficient 

facial expression faces the following challenges: 

(1) Global appearance features are robust to noise and can 

realize complete facial expression detection. However, these 

features cannot be used to describe the details of facial 

expression and might impact facial characteristics. In 

addition, the method of using these features lacks flexibility 

in feature selection and fails to obtain an acceptable 

combination of facial structure and expression features. 

(2) Spatiotemporal data obtained by real-time imaging have 

been combined with deep learning-based algorithms to 

extract temporal features. However, the spectral features in 

the RGB-band time-series data cannot be considered 

effectively in this way, which affects expression recognition 

results. Moreover, the correlation between the bands cannot 

be correlated with facial expression features due to the 

limited number of channels (i.e., there are only three bands). 

(3) The intensity variation in traditional RGB imaging also 

limits the accuracy of FER. In addition, different personal 

conditions can cause significant uncertainty in facial 

expression intensity. Therefore, an appropriate selection of 

band data can improve the recognition rate. 

To overcome the aforementioned challenges, this study 

proposes the AF-MSI model based on anomaly features (AF) 

and multispectral imaging (MSI). The proposed algorithm 

uses MSI to acquire multispectral time-series images of the 

human face with different expressions. Anomaly detection is 

employed to extract abnormal targets based on significant 

spectral differences from the surroundings. However, the 

human face’s structure inevitably changes with facial 

expressions, which provides an opportunity to apply the 

proposed anomaly detection-based feature extraction method. 

Then, the anomaly features are combined with facial 

expression features, spectral correlation, and spatial 

correlation to determine the relationships between the 

structure anomaly and expression changes. Furthermore, a 

representative AF is extracted and introduced into the LSTM 

model for training and recognition. This study employs an 

adaptive method for spectral band selection to select the band 

interval directly based on the correlation of the spectral and 

spatial signals. 

The main contributions of this study can be briefly 

summarized as follows: 

(1) This paper proposes an innovative AF-MSI algorithm 

based on the MSI and AF. The experimental results show that 

the proposed algorithm can effectively recognize facial 

expressions and outperform state-of-the-art algorithms. 

(2) Anomalies of the human face are considered the feature 

objects for FER. Unlike previous studies, this study 

incorporates all spectro-anomalous spatiotemporal 

characteristics into the proposed model to acquire 

information on the spatial structure and expression changes 

of the human face. 

(3) The spectral distance (SD) is used together with the 

spatial distance to form a representative background (BG) to 

obtain the spatial and spectral anomalies. Different from 

traditional anomaly detection methods, in this work, spectral 

and spatial anomalies are detected by using the initial 

multiband spectral correlation between the spatial and 

spectral characteristics of a facial contour; 

(4) To incorporate representative facial expression data into 

network training and improve the separability of extracted 

features, this study rescreens the AFs according to their 

spatial-spectral correlations. Thus, the representative AFs can 

accurately reflect the correlation between the feature texture 

and facial structure; 

(5) This study uses spectral imaging to extract facial anomaly 

signals as FER features for the first time. The proposed 

algorithm achieves an average accuracy of over 86%.  
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The rest of this paper is structured as follows. Section II 

describes the MSI data acquisition and introduces the 

proposed algorithm. Section III presents the experimental 

results. Finally, Section IV draws the main conclusions. 

 

II. PROPOSED AF-MSI ALGORITHM 

The spectral imaging characteristics can improve the 

sensitivity of AFs to feature expression. Spectral image 

information can fully reflect the size, shape, structure, and 

other external characteristics of a target. An image can reflect 

changes in some facial structures in a certain wavelength 

range based on a difference in spectral absorption data, where 

spectral information fully reflects the differences in the 

physical structure and morphology of the human face. These 

characteristics make spectral imaging have advantages in 

reflecting facial structure and geometric changes. Therefore, 

compared to the RGB imaging-based AU methods, using 

spectral imaging AFs can better reflect the changes and 

differences in the facial structure. Moreover, the proposed 

algorithm obtains AFs directly from the human face through 

anomaly detection without requiring any prior information. 

Therefore, unlike the AUs, the AFs belong to the global 

appearance features and do not require locating specific 

positions. 

This study aims to find a global feature in the proposed 

algorithm that can be acquired from the entire face. Therefore, 

facial AF is used as a target feature. An anomaly detection 

algorithm separates target (i.e., anomaly) information from 

the image BG and noise. An example of this type of 

algorithm is the classical Reed–Xiaoli (RX) anomaly 

detection algorithm [105],[106], which is a local target 

detection algorithm. The detection window of this algorithm 

includes the target and BG windows, but it should be noted 

that the BG window is much larger than the target window. 

The RX algorithm assumes that the data space whitens and 

obeys a Gaussian distribution. The window’s mean and 

variance are analyzed and compared with the target’s ones to 

determine the anomaly value. 

Considering the anomaly characteristic and previous work 

[107], this study proposes to apply anomaly detection to 

feature extraction of FER. In general, an expression is neither 

smooth nor a single facial area. When a facial expression 

changes, this change will inevitably bring changes in facial 

muscles, and the resulting texture changes in the image may 

become an AF outside the BG. This study deliberately selects 

a smooth facial area as an example BG (i.e., a facial area with 

a single BG). A neutral expression can be considered a single 

BG that conforms to the Gaussian distribution. A single 

surrounding BG refers to a BG that comprises a single texture, 

such as skin with limited contours. Therefore, the state of the 

entire BG appears smoother than the others. 

The change rate of the anomaly intensity in a randomly 

defined region of interest (ROI) during an expression change 

(from neutral to happiness) is presented in Fig. 1. As shown 

in Fig. 1, the facial texture change and the variation in the 

anomaly intensity in this region after an expression change 

can exceed 25%. Furthermore, the anomaly intensity change 

between the seven facial expressions is 10%–35%. The 

aforementioned experiment illustrates that facial texture 

variations can be extracted using an anomaly detector for 

facial expression changes. This texture variation can also 

reflect changes in expressions. Therefore, the AF can be used 

to recognize a change in an expression. 

Although the AF can reflect changes in expressions, this 

study does not aim to extract features by changing the 

physical shape of a specific ROI because this is challenging 

to do in machine vision. Namely, this work aims to employ a 

global appearance feature. An anomaly of an entire face can 

be extracted through anomaly detection from the front side of 

the face. However, an anomaly detection (classical RX) 

algorithm assumes that the BG of an anomaly follows a 

multivariate Gaussian distribution, but the entire facial 

contour or structure does not present a homogeneous local 

BG. In addition, the facial texture of different people might 

also increase the complexity of the BG. Although the 

research object of this study is the whole face, this study 

reconstructs a new BG based on the facial structural 

characteristics of the Candide3 model [101] instead of using 

the entire face as BG. In the Candide3 model, each triangle is 

defined as a BG and a basic element of the change in a facial 

expression. Since there has been no evidence that proves that 

every local BG is homogeneous, not all BGs are suitable for 

anomaly detection. Therefore, this study uses the correlation 

between multispectral bands and local outlier factor (LOF) 

structure [108] to process each BG. 

To use both spatial and spectral characteristics fully, the 

BG is divided into BGA and BGB. Each BG is defined based 

on its relevant spatial and spectral characteristics. 

Accordingly, the obtained anomaly can better reflect the 

facial structure and texture changes in facial expression. 

Moreover, the BG can also be more homogeneous. The 

spectral anomaly extracted by the spectral band correlation 

and LOF structure is defined as BGA, and its features directly 

become AFs. The anomaly detector and DBN model are 

applied to BGB to obtain the remaining spatial AFs. This part 

of the features is defined as spatial AF. In this way, the 

spectral and spatial AFs can be extracted by applying the 

correlation between the spectral bands and the LOF structure. 

The definitions of BGB and BGA guarantee that anomaly 

based on the spectral structure can be directly used as an FER 

feature signal; also, the nonhomogeneous local BG 

phenomenon can be improved. 

The temporal features are obtained after anomaly detection. 

However, this study does not train and learn these features 

directly. Many temporal features are obtained, and the 

amount of temporal data useful for FER is unclear. Therefore, 

this study extracts the representative Afs; namely, the 

temporal features are divided into multi-short-term sequence 

feature intervals with a fixed number of frames. Each interval 

is further decoded by sparse coding and spectral correlation 

to achieve a descriptor between the intervals. The 

representative AFs with strong correlation are obtained by 

calculating the inner product of the short-term sequence 

feature intervals. These representative AFs reflect the 

correlation between the feature texture and facial structure. 

The representative AFs are then fed to the LSTM model to 

complete the recognition process. The flowchart of the 

proposed algorithm is shown in Fig. 2. 

A. AF Extraction from MSI Data Cube 
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Fig. 1. The changing rate of the anomaly intensity in the ROI region. The 

frame number denotes the number of image frames when the facial 

expression changes. 

A classical anomaly detector model is the RX algorithm 

developed using the generalized likelihood ratio test and 

Mahalanobis distance (MD). This algorithm assumes that the 

BG pixels around an anomaly target can be modeled by a 

multivariate Gaussian distribution [105], [106]. Thus, the BG 

should be initially determined. This study defines a 

single-frame MSI data cube , where L denotes 

the band of an MSI data cube, and m and n define the spatial 

domain size of a single-band image. The entire MSI data cube 

can be regarded as an L-dimensional space of  vectors. 

Therefore, a cube can be defined by 

   ,                (1) 

where M refers to the entire MSI data cube, and Mi represents 

the collection of pixels for a band. 

As discussed previously, the RX algorithm assumes that 

the BG obeys a multivariate Gaussian distribution, and many 

algorithms aim to improve the non-homogeneity probability 

by reducing the BG size. However, this study employs the 

Candide3 model and divides the face into 168 triangles to 

consider the structural features of the face. During the 

experiment conducted in this research, the participant sat still 

in a high-back chair facing the camera. Although there can be 

a slight deviation in the fitting of the Candide3 model, the 

effect of this deviation on the detection result is marginal. 

Each divided triangle is designed as BG, and the ith band 

signal can be expressed by 

                                         (2) 

where  is the jth triangle of the ith band in the MSI data 

cube; the jth triangle data cube ( ) can be defined as an 

-dimensional BG matrix; is the total number of 

pixels of . 

The jth triangle, that is, the jth BG, is used as an example to 

derive our algorithm. Therefore, an MSI cube of can be 

defined by 

                                                         (3) 

Unlike in traditional MD-based methods, in this work, 

spatial and spectral anomalies are introduced into anomaly 

detection. First, an MD-based anomaly is defined as a spatial 

anomaly. Then, an anomaly calculated using a spectral 

distance (SD) is regarded as a spectral anomaly to consider 

the correlation between the spectral bands. Inspired by the 

LOF model [107], this study determines a spectral anomaly 

by calculating the SD to determine outliers in the spectral 

signal. A spatial distance D (e, f) between any two points e 

and f in  and the k-distance (KD) are defined. The KD is 

based on the SD rather than on the spatial distance. Therefore, 

the SD derived from multiband spectral correlation is defined. 

Most common correlation calculation methods are based on 

the Pearson coefficient between two datasets. However, a 

multispectral dataset represents a group set of multiband 

datasets with different spatial locations. Therefore, the 

multivariant correlation method is used to extract the spectral 

correlation (i.e., the defined SD). This method is based on a 

zero-lag correlation matrix and adopts techniques based on 

the random matrix theory [107], [109]. 

Each point within an MSI cube contains multiband signals 

of the same wavelength. A group of equal-band correlation 

matrixes is designed, together with the calculation of spectral 

correlation (SD) between the selected peripheral p points 

in The spectral signals of p points are defined as 

(k=1,2,3…p,  =1,2….L). Then, the equal-band 

correlation matrix can be defined by normalizing the band 

signal as follows: 

                                                    (4)  

where  is the standard deviation and represents the 

average value.  

The Pearson correlation coefficient is also used to analyze 

the parameters, and  is defined as follows: 

              (5) 

Since a range , the equal-band correlation 

matrix  can be expressed by 

                                                                          (6) 

where  is the transposition of .  

The  and  values of different spatial points are 

included in bivariate measures and are defined by p(p−1)/2 

independent matrix coefficients . Matrix represents 

the cross-correlation between the spectral data of a specific 

point and that of the other spatial points. In addition, this 

method is easy to calculate and provides a direct 

interpretation. The eigenvalue and eigenmatrix provide the 

joint probability distribution of the similarity magnitude. If 

spectral signals of all spatial points are irrelevant, then the 

non-diagonal elements of matrix will equal zero. 

Conversely, if these signals are consistent, then matrix  

elements will equal one. Therefore, the size of the maximum 

eigenvalue of matrix  represents the most significant 

parameter of the correlation. Accordingly, the eigenvalue 

distribution of the correlation matrix of a spectral signal  

can be expressed by 

                             
               (7) 

where, , and V is equal to L/p. Therefore,  and  

can be defined as follows: 

                  (8) 

Correlation matrix  represents a spectral correlation of a 

spatial point. Thus, it is required to calculate only the 

maximum eigenvalue and compare it with . If the 

maximum eigenvalue is larger than , then data are similar 
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Fig. 2. The flowchart of the AF-MSI algorithm. 

and relevant. To this end, this study defines  as an 

SD. When data are relevant, the SD value is larger. Therefore, 

by using the SD in combination with the LOF model, this 

study derives a spectral anomaly ( ) and a spatial anomaly 

( ). In Fig. 3, the blue point is the e point, and the 

surrounding yellow point (e.g., f point) is the target point for 

the SD. Each point in the diagram represents a spectral 

sequence signal and consists of multiple band data with the 

same spatial position. It should be noted that the SD is not 

only calculated at points e and f. The multivariate correlation 

method is used to calculate the correlation of multiple points. 

The SD of point e and a peripheral point (PP) are calculated, 

and the distance of the k-nearest points of point e is defined as 

a k-distance (KD). The LOF is used to calculate the Euclidean 

distance, but the SD is calculated based on multivariate 

correlation. Therefore, the correlation of several object points 

can be calculated simultaneously. 

The specific steps of the BG detection algorithm, 

presented in Algorithm 1, are as follows: 

Step 1: The number of S peripheral object points is input 

into the algorithm to obtain SD; VS and SDS are respectively 

defined as follows: 

                     VS= (PP1, PP2, . . . PPS, e)                         (9) 

                               SDS=SD(VS)                                            (10) 

Step 2: As peripheral points are added successively to VS 

until the SD calculation result becomes larger than one, the 

point recently added to the calculation is regarded as the 

closest point to the e point spectrum, with the one-distance. 

Step 3: The spectral data of the other points are used to 

calculate the SD until the current SD becomes greater than 

the previous SD. The second closest point to the e point 

spectrum denotes the most recently added point, with the 

two-distance. 

Step 4: Step 3 is repeated until the k-nearest point is 

calculated, and the corresponding SD denotes the KD. 

Step 5: The point within the KD of e point is set as a 

k-nearest neighbor set  The reachability distance (RD) 

of e point to an object f in is defined as follows: 

                             (11) 
where SD(e, f) is the SD between points e and f. 

The local reachability density (LRD) and LOF of point e 

are defined as follows:  

                            (12) 

          (13) 

If the LOF value is close to one, then the neighborhood 

density of point e is nearly the same, and point e is defined as 

a dense point. In contrast, the density of point e is lower than 

that of its neighborhood points when the LOF is greater than 1.  

Thus, point e is more likely to be defined as an outlier. 

Step 6: The spectral anomaly is calculated using spectral 

correlation as , and the remaining points in are 

defined as . 

Algorithm 1 illustrates the details of the BG detection 

process. The anomaly detection based on the MD of  is 

conducted to obtain spatial anomalies. This study extracts 

 directly from  though the SD calculation. However, 

this might affect the representative spatial feature structure, 

so representative features are extracted in . In DBNs, a 

layer-by-layer approach can be used to extract high-level  
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Fig. 3. Schematic of e point SD. 

features. Therefore, before MD calculation , 

discriminant and spatial representative features are extracted 

using the DBN. 

Furthermore, the DBN represents a deep nonlinear 

transformation. The proposed algorithm can capture the 

potential features in the spectral domain and transform a 

spectral signal from high to low to reduce the number of data 

dimensions. The DBN conducts layer-by-layer unsupervised 

learning, and the network is gradually deepened using 

one-layer learning of network structure. 

In this study, a two-tier DBN and  are used as a basic 

framework and input, respectively. As previously mentioned, 

the DBN denotes layer-by-layer unsupervised learning. Thus, 

the output of each hidden layer represents the input of the 

next hidden layer. The representative features obtained after 

 completing one layer of a DBN (with dimension 

reduction)  can be combined into the DBN model. 

Accordingly, the feature extraction of the second layer is 

completed to preserve the spectral structure of feature 

representation and composite for the spatial structure loss 

caused by the BG separation. The output features of the first 

layer can be expressed as follows: 

                (14) 

where  is the weight between the input data and a hidden 

unit, T is the total number of visible units, and  represents 

the bias value. 

Next,  is added to the first output, and the second 

output expression is as follows: 

    (15) 

where  and denote the weights of the hidden unit, 

and  is the bias;  and  define the total number of units. 

After is obtained, the MD is used to extract relevant 

spatial AFs directly. Thus, the MD can be expressed as 

follows: 

             (16) 

where is the mean vector, C represents the covariance 

matrix of the BG, and L is the number of the image’s spectral 

bands. 

 

Algorithm 1：Algorithm for the detection of  

Input:  

Output:  

 

1. Calculate the SD for e point and S number of PP.  

VS= (PP1, PP2, . . . PPS, e) 

SDS=SD(VS) 

 

2. Distance check for 1-distance 

(a) If SDS>1, then SDS is 1-distance. 

(b) Else, go to step 1 and add one more PP into VS 

 

3. Distance check for 2-distance 

(a) Add one more PP into VS , SDS+1=SD(VS+1) 

(b) If SDS+1>SDS, then SDS+1 is 2-distance 

(c) Else, go to step 3 and add one more PP into VS+1 

 

4. Repeat Step 3 to calculate KD.  

 

5. Calculate the RD, LRD, and LOF with KD.  

 

6. Calculate the spectrum singular point, and determine 

spectral anomaly  

Spatial AFs are obtained by calculating the MD, and the AF 

represents the collection of spatial and spectral AFs. This 

study introduces the calculation method of a triangle AF, and 

the same method is employed for the other triangles. In 

addition, the AFs of all time-series MSI data cubes are 

extracted. Therefore, the final output feature is a time-series 

feature, and an AF cube is defined as , where 

 is the number of frames. 

B. Facial Expression Recognition Using AF 

After obtaining facial anomaly information, this study 

focuses on expression recognition. The next step determines 

which part of a temporal anomaly can better reflect changes 

in local facial expression features. An anomaly MSI cube is a 

time-series signal, and an anomaly is a global feature. 

Therefore, it is expected to extract the most useful frame in 

the time series as a signal for the LSTM, thus reducing signal 

confusion (many expressions have similar processes). 

Identifying the features with good similarity (especially 

between the spectra) before training the samples is beneficial 

to accuracy. This operation can be considered a 

representative expression, an AF extraction process to obtain 

representative AFs. This can also reduce the computation 

complexity of the proposed algorithm. 

The AF cube of the time series is divided into a short-term 

sequence of feature intervals every five frames to reflect 

feature information and anomaly shape structure rapidly. 

Each frame has an MSI AF cube , where is the frame, 

and the ith short-term sequence feature interval is defined by 

   i=0, 1,2 …(17) 

where i represents the sequence number of a short time-series 

feature interval. 

All spectral signals can be composed by a set of vector bases 

in a short time-series AF cube to calculate the spectral 

descriptor between different AFs ( ). The base vector set 

is obtained by sparse coding and can be defined as a 
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dictionary U. The correlation between  can be calculated 

by finding the inner product of two short time series to reflect 

the similarity between two changes in the facial structure. If 

the similarity is large, the short time-series data can reflect 

the expression feature. The inner product of the two short 

time-series data and  can be obtained by 

  

(18) 

where and are coefficient vectors, and the AF 

descriptor can be spanned by a set of bases (dictionary U). 

Thus, the inner product of the AF descriptor can be found. 

The correlation of the short time-series feature intervals is 

employed to solve a base vector set U and guarantee their 

independence. The AF training set is obtained as follows: 

. Dictionary learning is iteratively 

performed under sparse constraints, and the sparse 

representation vector set of image elements is solved as 

. Finally, the preliminary model is 

defined as follows 

          (19) 

Since an anomaly is closely related to the facial structure 

and the spectral correlation changes, spectral correlation is 

added to the model, and a local spectral correlation constraint 

is introduced. The sparse coding process is sparse, and 

similar coding methods can be used for local expression 

features with strong spectral correlation. Therefore, the 

proposed model can be rewritten as follows 

        (20) 

where U is the dictionary,  represents the words,  

refers to the multiplication of elements, and  is a 

local adapter; is defined as . 

In this study, the SD is used to define the correlation 

distance, that is, the spectral correlation constraint is 

introduced. Next,  limits the reconstruction 

error, and  guarantees that similar coding 

methods can be used for features with similar spectral 

relationships. These methods ensure spectral correlation and 

reflect changes in the facial structure and features caused by 

changes in expressions. 

When the dictionary is obtained, the correlation between 

intervals can be calculated by the inner product as follows: 

                   (21) 

                         (22) 

The distance between every two short time-series datasets 

can be obtained by calculating the inner product between the 

corresponding AF descriptors. Therefore, a set of short-term 

sequence characteristic intervals with strong correlation is 

obtained, and the extracted data are defined as a 

representative AF. When the required representative AF is 

obtained, it is defined as a spectra-anomalous spatiotemporal 

representative feature (SSRF) per the AF nature. Then, the 

representative AF is fed to the LSTM model for FER. The 

LSTM represents an advanced variant model of recurrent 

neural networks (RNNs). Namely, it inherits the 

characteristics of most RNN models and improves the 

long-term dependence problem and vanishing gradient. The 

LSTM, as a nonlinear model, can be used as a complex 

nonlinear element to construct neural networks with a deeper 

depth. Moreover, the LSTM is suitable for solving problems 

related to time-series data. Although a feedforward network, 

such as a convolutional neural network (CNN), can have 

performance advantages over the LSTM, the potential of the 

LSTM in long-term and highly complex classification tasks 

is better than that of CNNs. In addition, the LSTM model can 

more closely represent and simulate the cognitive process of 

human behavior, logical development, and neural 

organization than the CNN models. Therefore, this study 

selects the LSTM model to complete the FER and 

classification tasks. 

C. Band Selection 

The band parameter selection process represents a type of 

feature selection. The most distinguishable spectral bands 

can be enhanced with feature selection. In general, the 

spectral response features of objects can distinguish certain 

categories of objects easily. The popular band selection 

methods include joint entropy (JE) and the optimal index 

factor (OIF). However, the space-time complexity of the 

calculation of these methods is relatively high, which limits 

their practical applications. 

Considering the aforementioned limitations, Liu [111] 

proposed an adaptive band selection method after fully 

studying the OIF and other methods. Both spatial and spectral 

correlations of each band are fully considered in this method. 

This study selects this model for band selection, which can be 

expressed as follows: 

                                 (23) 

where Si is the standard deviation of the ith band; Ri-1,i and Ri,i 

+1 represent correlation coefficients of the ith band and its 

neighboring bands or the correlation coefficients between the 

ith band and any two bands; Ij is the exponential size of the ith 

image. 

When Ri-1,i and Ri,i +1 are set to the correlation coefficient of 

the ith band and its neighboring bands, the index value of the 

three-band combination is obtained. When Ri-1,i and Ri,i +1 are 

used as correlation coefficients of the ith band and any two 

bands, the index value of a single band is obtained. Therefore, 

this method can obtain the combination results of three bands 

and be extended to any N-band scenario as needed. 

III. EXPERIMENTAL RESULTS 

The AF-MSI algorithm was applied to the experimental data 

to verify its ability to identify facial expressions. The 

advantages of the SSRF extracted by the recognition 

algorithm were also analyzed. 

A. Datasets 

In this study, 500 healthy volunteers were recruited 

through online forums and newspapers. Their ages ranged 

from 18 to 76 years old, with an average value of 37.2 years 

and a standard deviation of 17.2. The volunteers’ ethnicities 

included Chinese, Indian, Caucasian, and African. All the 

volunteers involved signed their consent for participation in 

the experiment. 

A multispectral imager covering the visible and 

near-infrared bands within 450 nm–800 nm was used in the 

experiment. The system consisted of a Tamron lens, a 

Brimrose acoustic optic tunable filter imaging spectrograph, 
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a fast-imaging camera, and a computer. The image size could 

be adjusted according to a specific requirement for the frame 

rate. Not all band data were required, and the most stable 

band sensitive to emotion was selected as the band of interest. 

Prior to selecting the band of interest, facial expression 

signals were collected in different bands in the ranges of 450 

nm–500 nm, 500 nm–550 nm, 550 nm–600 nm, 600 nm–650 

nm, 650 nm–700 nm, 700 nm–750 nm, and 750 nm–800 nm. 

The spectral acquisition interval was set to 5 nm. Data were 

collected separately for each band range, and data for 11 

bands were obtained. All obtained MSI data cubes denoted 

temporal data due to the MSI’s mature rapid imaging 

technology. 

The volunteers were invited to the laboratory where the 

experiment was conducted. First, the volunteers were given 

five minutes to adapt to the laboratory’s internal environment. 

Then, they were asked to sit in a well-illuminated room with 

the MSI system placed in front of them. Afterward, film         

clips containing emotional scenes with audio exposed 

subjects to real-life scenarios and elicited subjective and 

physiological changes were used in the experiment. The 

participants were exposed to emotional films to elicit their 

subjective and physiological changes. The experiment 

involved seven categories of facial expressions elicited by the 

exposure. At the start, the volunteers showed seven main 

expressions: happiness, anger, sadness, disgust, surprise, fear, 

and neutrality. 

The MSI system recorded the entire sequence of 

volunteers’ expressions in real-time for more than 25 min. A 

sufficient number of movies were prepared for each 

participant to elicit his/her full expressions. Each expression 

was monitored for three to four minutes by the MSI system, 

and the corresponding data were collected. The movies were 

played continuously and simultaneously with the imaging 

system. When a movie was played, the software controller 

recorded the facial expression data. At the same time, the 

imaging control software kept track of the time 

corresponding to the facial expression data and saved these 

data as an attachment to the MSI data. Thus, all the MSI data 

were separated. The frame rate of the imaging system was set 

to 30 Hz, and more than 45,000 images were captured for 

each participant. All datasets were processed independently; 

70% of the collected image sequences were used for training, 

and the remaining 30% were used for testing. The 

experimental environment is presented in Fig. 4, and the 

same trial setup was employed in the previous emotion 

recognition study conducted by the authors [29]. 

B. Implementation Configuration 

The collected data were purposely expanded to prevent 

overfitting using different techniques, including horizontal 

flipping of sequence frames, rotating images at specific 

angles, and scaling the frames with various scaling factors. In 

this study, the initial learning rate of the LSTM was set to 

0.07 for the multispectral image dataset, and the maximum 

number of training epochs was set to 50. The training of the 

model took approximately 110 min on a NVIDIA Tesla K40 

GPU. All datasets were processed independently; 70% of the 

collected image sequences were used for training, and the 

remaining 30% were used for testing. The experimental 

results of the AF-MSI model are shown in Table I, where the 

confusion matrices of seven expression states are presented. 

C. Performance Comparison with State-of-the-Art 

Methods 

The experimental results of the proposed algorithm, 

presented in Table I, showed that the proposed AF-MSI 

model was effective. The seven expressions had an average 

recognition accuracy of 86%. The proposed algorithm was 

compared with other facial expression algorithms for 

objective verification. However, it should be noted that the 

proposed algorithm has been the first algorithm that uses a 

multispectral dataset and AF to recognize expressions, and 

most existing FER algorithms are based on visible band 

imaging data (RGB datasets). Therefore, the proposed 

algorithm could not be verified on a public dataset. 

Fortunately, the MSI dataset constructed in this study ranged 

from 450 nm to 800 nm, which included the entire visible 

band range. Thus, the comparison with recent methods, 

particularly RGB-band imaging-based dynamic image 

methods and learned methods, CWCST [46], Ldl-Alsg (L-A) 

[56], CSRL [51], It-Rbm [113], MTAC [52], Ada-CM[26], 

and AGRA [117] methods, was conducted on the MSI dataset. 

Since the proposed algorithm is based on the global 

appearance feature, it was compared with recent hand-crafted 

and learned-feature methods. The experiment included seven 

categories (nonbinary classification). The F1 score was 

selected as a comparison parameter, and the F1 score results 

of different algorithms are presented in Table II. Compared to 

the dynamic image-based and deep learning methods, the 

proposed algorithm performed better and obtained higher F1 

scores in seven expression states (Table II); it also had an 

evident advantage in the average F1 score (Table II). 

In addition to the experiment on the self-developed MSI 

dataset, the proposed AF-MSI model (using the MSI dataset) 

was compared with the above algorithms on the RGB 

datasets, including the MMI, DFEW, Oulu-CASIA, Affwild2, 

and AFEW datasets [118],[119]. The MMI dataset was 

obtained from 32 participants using designated facial 

expressions collected under laboratory conditions. The 

dataset contained 2,900 videos and 740 images with a 720 × 

576 pixel resolution. The DFEW is a new large-scale 

database of dynamic facial expressions captured in natural 

environments, consisting of over 16,000 video clips from 

thousands of movies. The Oulu-CASIA dataset included data 

collected from 80 participants under different lighting 

conditions in a laboratory using near-infrared and visible 

light. The emoji tags included: happy, sad, surprised, scared, 

disgusted, and angry. This dataset contained 2,880 video 

sequences with a 320 × 240-pixel resolution. The AffWild 

dataset was composed of facial expression videos retrieved 

from YouTube. The AffWild2 dataset added 260 videos to 

the AffWild dataset. The content of the AFEW dataset 

included video clips containing expressions edited from 

movies. The AFEW dataset denoted a dynamic facial 

expression dataset, consisting of 1,749 video clips. Even 

though the experimental environment and datasets were 

different, the encouraging detection results, displayed in 

Tables III to VII, demonstrated that the proposed AF-MSI 

model’s recognition rate exceeded those of the other 

state-of-the-art algorithms. Therefore, the experimental 

results proved the advantage of the proposed algorithm. 
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Fig. 4. (a) Experimental environment; (b) the MSI system. 

 

TABLE I 
The confusion matrices of the experimental result of the AF-MSI model. The results are expressed in percent.  

 Happiness Anger Sadness Disgust Surprise Fear Neutral 

Happiness 86 0 4.67 0 6 2 1.33 

Anger 3.33 84.67 2 4 6 0 0 

Sadness 4 0 86.67 0 2.67 6.67 0 

Disgust 0 6 5.33 87.33 0 1.33 0 

Surprise 7.33 0 3.33 4.67 83.33 0 1.33 

Fear 1.33 3.33 2.67 0 0 88.67 4 

Neutral 4 0 0.67 0 3.33 2.67 89.33 
 

TABLE II 
The F1 score of different algorithms for facial expression. The last row contains each algorithm’s average F1 score for seven facial expressions. 

 IT-RBM CWCST CSRL AGRA ADA-CM MTAC L-A AFMSI 

Happiness 0.721 0.708 0.756 0.788 0.705 0.727 0.797 0.835 

Anger 0.688 0.673 0.783 0.773 0.792 0.735 0.784 0.872 

Sadness 0.80 0.684 0.801 0.796 0.717 0.785 0.795 0.844 

Disgust 0.735 0.681 0.772 0.816 0.814 0.727 0.807 0.891 

Neutral 0.681 0.627 0.792 0.835 0.696 0.736 0.762 0.911 

Fear 0.761 0.685 0.790 0.809 0.742 0.764 0.792 0.880 

Surprise 0.785 0.689 0.773 0.808 0.795 0.787 0.785 0.827 

All emotion 0.730 0.680 0.780 0.800 0.780 0.750 0.790 0.865 
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TABLE III 
The comparison results of recognition accuracy (%) of different methods on 

the MMI dataset. 

APPROACH FER ACCURACY (%) 

It-Rbm 82.22 

CWCST 72.44 

CSRL 83.57 

AGRA 79.10 

Ada-CM 76.69 

MTAC 77.24 

L-A 70.31 

AFMSI (USING MSI DATA) 86.57 
 

TABLE IV 

The comparison results of recognition accuracy (%) of different methods on 
the DFEW dataset. 

APPROACH FER ACCURACY (%) 

It-Rbm 75.99 

CWCST 68.05 

CSRL 64.29 

AGRA 66.94 

Ada-CM 70.11 

MTAC 62.74 

L-A 70.85 

AFMSI (USING MSI DATA) 86.57 
 

D. Uncertainty Handling Performance Evaluation 

This study also analyzed the parameters of the proposed 

algorithm, including the influence of skin color, viewing 

angle, and band selection. The recognition rate for the 

participants with different skin colors, namely Caucasian, 

Black, Mongoloid, and Morena, are presented in Fig. 5. 

Among them, Caucasian accounted for 30%, and Black 

accounted for 25%; Mongoloid and Morena accounted for 

25% and 20%, respectively. 

The experimental results showed no significant difference 

in the recognition rate of seven facial expressions for 

different skin colors. In addition, the results of the t-test 

showed no statistical difference in the recognition rate for 

different skin colors. The null hypothesis that the 

experimental results for these different skin colors (accuracy 

rate) could be different was not supported (i.e., p >0.6 in all 

experimental data). 

In the band selection, a large index indicated that the 

information on the corresponding band combination image 

was abundant and highly representative. Given that the 

number of bands N was arbitrary, the number of bands could 

be an interval of bands. This study used the expression 

signals in different bands: 450 nm–500 nm, 500 nm–550 nm, 

550 nm–600 nm, 600 nm–650 nm, 650 nm–700 nm, 700 

nm–750 nm, and 750–800 nm. Considering the correlation of 

spectral and spatial signals, the band interval was directly 

selected instead of a single wavelength. Thus, the data source 

was selected from the seven band intervals, where N was set 

to the band interval.  

The final calculations showed that the index of 550–600 

nm was the largest for all band intervals. Therefore, the band 

signals in the band interval 550 nm–600 nm were selected as 

a spectral data source. After the band interval was obtained, 

the spectral signals with different wavelengths were used to 

verify the proposed AF-MSI algorithm’s results, and the most 

sensitive interval was selected for each facial expression 

recognition. 

TABLE V   
The comparison results of recognition accuracy (%) of different methods on 

the OULU-CASIA dataset. 

APPROACH FER ACCURACY (%) 

It-Rbm 67.51 

CWCST 63.18 

CSRL 66.48 

AGRA 72.73 

Ada-CM 69.97 

MTAC 70.89 

L-A 63.94 

AFMSI (USING MSI DATA) 86.57 
 

TABLE VI 

The comparison results of recognition accuracy (%) of different methods on 
the AFFWILD2 dataset. 

APPROACH FER ACCURACY (%) 

It-Rbm 69.25 

CWCST 60.79 

CSRL 59.64 

AGRA 64.12 

Ada-CM 65.46 

MTAC 64.86 

L-A 58.79 

AFMSI (USING MSI DATA) 86.57 
 

TABLE VII   

The comparison of recognition accuracy (%) of different methods on the 
AFEW dataset. 

APPROACH FER ACCURACY (%) 

It-Rbm 70.95 

CWCST 62.73 

CSRL 56.88 

AGRA 56.43 

Ada-CM 51.05 

MTAC 59.94 

L-A 55.87 

AFMSI (USING MSI DATA) 86.57 

The experimental results verified the advantage of the 

550–600 nm band, as shown in Fig. 6. The results also 

showed that the maximum recognition rate was obtained in 

the 550–600 nm range. Thus, the band interval selection is of 

significant importance to the algorithm’s effectiveness. 

The sensitivity of the parameter angle, which represented 

the viewing angle between the face and the imaging system, 

was also analyzed. The stability of the proposed algorithm 

was examined for different viewing angles. The value range 

of the viewing angle was set as {0, 15, 30, 45, 60, 75, 90}, 

where the angle of zero referred to a face viewing the imaging 

system from the front, whereas the angles from 15° to 90° 

represented the viewing angle. The results are presented in 

Table VIII, where it can be seen that the proposed algorithm’s 

recognition rate increased when the face and the imaging 

system were at an angle of less than 45°. The best observation 

angle was 45°, which corresponded to an accuracy of 89%. 

When the angle exceeded 45°, the recognition rate decreased 

and finally reached 83% at 90°. Therefore, the viewing angle 

did not affect the stability of the proposed algorithm. 

E. Ablation Study 

Ablation studies were performed to verify the contribution 

of each branch of the AF-MSI algorithm and the key 

hyperparameters proposed in this study. The proposed 

algorithm was implemented in several steps, from the initial 

MSI experiment to the AF extraction and the subsequent  
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Fig. 5. The boxplot of seven FER rates of different skin colors. 
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Fig. 6. The recognition rate of different band intervals. The band ranges from 

450 nm to 800 nm, and every 50 nm is an interval of interest. 
 

representative AF selection, which denoted the core parts of 

the proposed algorithm. Therefore, the effects of the main 

steps on the final recognition results were examined. The 

input features of the proposed FER model were divided into 

the following situations: MSI + MD-based AF, MSI + 

spectral & spatial AF, and MSI +representative spectral & 

spatial AF. This setting was used to demonstrate the 

influence of different input features on the proposed 

algorithm’s result. Different features were input into the 

AF-MSI model for FER calculation, as shown in Table IX. 

The result indicated that when the MD algorithm was used to 

extract anomalies to identify facial expressions, the accuracy 

was 65.46%. For the MSI + spectral & spatial AF and the 

MSI + representative spectral & spatial AF, the algorithm’s 

accuracy was 79% and 86%, respectively. Thus, the proposed 

algorithm’s branches had a positive effect on the 

experimental results. 

Next, the proposed AF-MSI’s ability to handle uncertain 

samples was investigated. Specifically, comparative testing 

was conducted in synthetic uncertainty scenarios. Two basic 

methods, the LSTM and the DenseNet, and two 

state-of-the-art methods, the CWCST and the Ada CM 

[26][46] were used in this analysis. This study synthesized 

10%, 20%, and 30% samples in the training sets of the MSI 

dataset with a random category other than their original labels. 

The experimental results, presented in Table X, showed that  

TABLE VIII  
Average recognition accuracy versus the viewing angle 

Angle Accuracy (%) 

0 86.57 

15 87.35 

30 89.76 

45 89.13 

60 86.81 

75 84.44 

90 83.65 

 
ABLE IX  

The comparison results of the average accuracy of the input features 
calculated by the AF-MSI model 

Input Feature Accuracy (%)  

MSI+MD based AF 65.17 

MSI+ spectral & spatial AF 79.74 

MSI + representative AF 86.57 

the AF-MSI performed better than the LSTM and DenseNet 

methods. In addition, as the proportion of uncertainty 

increased, the performance of the AF-MSI decreased less 

compared to the other methods, indicating the effectiveness 

of the proposed spectral features. Due to these advantages, 

the proposed AF-MSI could achieve competitive 

performance, performing the best in all uncertain 

experiments. 

 

IV. CONCLUSION 

With the application of remote sensing anomaly target 

recognition, anomaly detection has been able to identify a 

target with a significant difference between spectral image 

and BG information using the MD-based principle. Unlike 

traditional MD-based anomaly detection methods and 

considering that a recognition target is to extract the feature 

of expression change, this study focuses on the structural 

changes and features of the face when extracting an anomaly. 

Therefore, spectral and spatial correlations between facial 

structures are used to extract spectral and spatial AFs. In a 

small BG divided by Candide3, the multivariate correlation 

method and LOF model are used to calculate the multiband 

correlation of spectral signals. Then, the spectral AF from the 

BG is extracted, and the MD is used to extract spatial AF. The 

remaining BG information is learned through DBN training 

to retain the spatial structure information. 

This study does not aim to separate this feature from the 

spatial region, which can introduce signal confusion (many 

expressions have similar processes). Identifying the features 

with good similarity (especially between spectra) and 

extracting a representative AF before training the samples is 

beneficial. The time-series AFs are divided into short 

time-series AFs with a specific frame interval. The 

descriptors of short time-series AFs are constructed using the 

dictionary as a base vector. In addition, the inner product of 

AFs is calculated to determine the correlation between short 

time series. The extracted SSRF with high correlation is fed 

to the LSTM model for final recognition. 
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TABLE X 
Encountering synthetic uncertain samples 

Approach Uncertainty FER Accuracy (%)  

LSTM  57.42 

DenseNet  58.33 

CWCST 10% 61.26 

Ada-CM  72.94 

AFMSI  82.17 

LSTM  55.29 

DenseNet  57.84 

CWCST 20% 61.03 

Ada-CM  70.98 

AFMSI  81.77 

LSTM  53.36 

DenseNet  56.49 

CWCST 30% 60.28 

Ada-CM  69.09 

AFMSI  80.05 

The FER mostly uses methods based on hand-crafted and 

learned features. These methods are commonly combined in 

current recognition algorithms. However, the process of 

extracting geometric facial features and tracking changes is 

challenging. Therefore, this study uses the global appearance 

feature when extracting recognition features. The proposed 

method is practical, and the AF-MSI algorithm is proposed 

for these reasons. 

The results of the FER experiment show that the AF-MSI 

algorithm can achieve an accuracy of 86%. The proposed 

method has better results than the currently used methods 

based on global appearance and learned features. The 

experimental results demonstrate that skin color does not 

affect the proposed algorithm’s performance. Moreover, it is 

shown that the viewing angle does not affect the stability of 

the proposed algorithm. Furthermore, it is demonstrated that 

the main steps of the proposed algorithm have a positive 

effect on the final recognition result. The adaptive band 

selection method is employed, and the selected band interval 

achieves the maximum recognition rate. 

To the best of the authors’ knowledge, the proposed 

AF-MSI algorithm has been the first algorithm that employs 

MSI technology to recognize facial expressions and the 

anomaly detection methods to extract the FER features. 

Positive and applicable results are obtained by extracting 

spatial-spectral representative anomaly-temporal features. 

This study introduces a useful and efficient method for FER. 

The proposed approach can achieve good results, but 

additional research should be conducted. Future work could 

expand the scope of the experiments and consider additional 

practical scenarios. For instance, the imaging system could 

be placed in a supermarket, and the proposed algorithm could 

be used to identify the purchase intention and expectations of 

customers. In addition, real-time emotional monitoring could 

also be beneficial to health management. Further, the 

proposed algorithm could be applied to the security field 

because subtle expression signals can provide useful 

screening information for security purposes. Finally, future 

work could further miniaturize and customize the imaging 

equipment for the application scenarios. 

Furthermore, the proposed algorithm could be embedded 

into an imaging system for real application. In this way, the 

whole system would have a smaller size and a lower cost. The 

accuracy of the proposed algorithm could be further 

improved for specific applications. In particular, the 

correlation between the spectral signal and the specific facial 

structure requires further quantification. Although future 

work plans are relatively challenging, the proposed method 

holds considerable promise for practical applications. 
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