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Abstract—Model performance has been significantly en-
hanced by channel attention. The average pooling procedure
creates skewness, lowering the performance of the network
architecture. In the channel attention approach, average pooling
is used to collect feature information to provide representative
values. By leveraging the central limit theorem, we hypothesize
that the strip-shaped average pooling operation will generate
a one-dimensional tensor by considering the spatial position
information of the feature map. The resulting tensor, obtained
through average pooling, serves as the representative value
for the features, mitigating skewness during the process. By
incorporating the concept of the central limit theorem into the
channel attention operation process, this study introduces a
novel attention mechanism known as the ”Central Attention
Mechanism (CAM).” Instead of directly using average pooling
to generate channel representative values, the central attention
approach employs star-stripe average pooling to normalize mul-
tiple feature representative values into a single representative
value. In this way, strip-shaped average pooling can be utilized
to collect data and generate a one-dimensional tensor, while
star-stripe average pooling can provide feature representative
values based on different spatial directions. To generate channel
attention for the complementary input features, the activation
of the feature representation value is performed for each
channel. Our attention approach is flexible and can be seam-
lessly incorporated into various traditional network structures.
Through rigorous testing, we demonstrate the effectiveness
of our attention strategy, which can be applied to a wide
range of computer vision applications and outperforms previous
attention techniques.

Index Terms—Convolutional Neural Network, Attention
Mechanism, Nonlinear Memory Structure, Feature Collection
Skewness.

I. INTRODUCTION

ONVOLUTIONAL neural network topologies often

utilize attention strategies to enhance the utilization of
relevant feature information while reducing the impact of
irrelevant features. There are three types of attention: channel
attention, spatial attention, and a combination of spatial and
channel attention. Channel attention enhances the relative
significance of channels by dynamically assigning weights,
necessitating feature extraction. However, the use of channel
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attention also requires average pooling to gather feature in-
formation and generate representative values. Unfortunately,
this pooling operation introduces skewness to the collected
information, leading to biased feature representations and
reducing the accuracy of network architecture training. Con-
sequently, training becomes more challenging.

With classical attention methods like the SE attention
method introduced in [10], the channel 2D tensor is com-
pressed, making channel attention more susceptible to ex-
treme values such as noise. This vulnerability arises due
to the global average pooling operation involved in the
squeezing process. However, in the CBAM attention strategy
proposed by [11], although the channel attention component
enhances the aggregation of essential feature information,
similar to the SE attention approach, it does not adequately
tackle the issue of skewness influence. The alteration of
values serves to enrich the feature information. The CA
attention approach, as described in [12], integrates location
information, which plays a vital role in achieving spatial
selectivity. However, during channel weight assignment, it
utilizes the same parameter training for each channel. No
significant operational modifications have been made to the
impact. In [7], it is recommended to utilize Batch Normaliza-
tion (BN) as a means to mitigate overfitting. The purpose of
Batch Normalization (BN) is to regulate training parameters,
ensuring that the outputs adhere to a normal distribution.
However, BN does not modify the distribution of the feature’s
representative value, leading us to believe that it has no
impact on the training environment.

In this research, we present a novel channel attention
approach that extracts channel information across multiple
batches and utilizes global average pooling on the extracted
feature information to derive representative feature values.
This method is grounded in the central limit theorem, where
the eigenvalues are expected to follow a normal distribution.
Specifically, our attention method utilizes strip average pool-
ing to capture spatial information. To extract spatial infor-
mation from multiple directions, we utilize two strip-shaped
average pooling modules. However, considering the contex-
tual connections among feature information, we integrate
the extracted features to generate two new two-dimensional
feature distributions. The two-channel features are formed
by establishing connections between the new feature distri-
butions. Subsequently, feature data is extracted using strip
average pooling to generate a new one-dimensional tensor
representing the values. We combine the two-dimensional
channels to form a one-dimensional tensor, where each tensor
value represents a channel, ensuring the enhancement of
feature information. Afterwards, the feature map is subjected
to an activation process where assigned weights are applied.
As the central limit theorem is integrated into our attention
approach to ensure that the retrieved features adhere to
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a normal distribution, we term it ’central attention’. In
Figure 1, we present a comparison with alternative attention
techniques.

To simplify the network architecture during training and
significantly increase accuracy, our primary goal is to ensure
the retrieved feature information follows a normal distri-
bution without adding extra parameters or computational
load. At the same time, any convolutional neural network
architecture can utilize our proposed attention approach
because it is adaptable, lightweight, and plug-and-play. In the
experimental section, we will demonstrate how our central
attention strategy can significantly enhance the performance
of a network architecture using a pretrained model. We utilize
various dataset distributions in the experimental phase to
showcase the advantages of our proposed attention technique
over other similar methods, all of which yield optimal results.
This demonstrates the attention method’s capability for trans-
fer learning. Furthermore, we tested it on several network
architectures to illustrate that our attention method performs
effectively even when the number of learnable parameters
and computational requirements are equal. We aspire that
our attention strategy can contribute to the advancement of
convolutional neural networks in some capacity.

II. RELATED WORK

Convolutional neural network is a feedforward neural
network. The LeNet architecture, first proposed by [1], [13],
[20], established the fundamental framework of convolutional
neural networks. Subsequently, this framework was further
developed and expanded upon. For example, the AlexNet
network, proposed in [2], [14], [21], [24], was developed
based on LeNet, with subsequent deepening of the network
architecture. This led to significant improvements in the
model’s feature extraction capabilities. The VGG network
model, proposed in [3], [15], [16], [25], [27], increased the
depth to 19 layers, making the model more complex and
thereby enhancing its fitting power. In addition to increasing
the network depth, we explore alternative methods to enhance
the performance of feature extraction in convolutional neural
networks.

Inception Net, proposed by [4], [16], [26], not only ad-
dresses the depth of the network model but also increases
its width. [5] refined the model design established by [4],
[16], [26] with the introduction of the Xception network.
This model, as proposed by [5], emphasizes the relationships
and spatial dependencies between channels. We also draw
inspiration from the insights presented in [5], particularly
the impact of nonlinear expression relationships between
channels on model performance. However, continuously
deepening or widening the network may yield unsatisfactory
results. We have studied the ResNet network model, proposed
by [6], [8], [1], which incorporates a mechanism to prevent
degradation while deepening or widening the network.

Through our learning process, we observed that gradually
deepening the network can lead to the phenomena of van-
ishing and exploding gradients. To address these issues, [7]
introduced the Batch Normalization (BN) layer, which en-
hances gradient propagation by modifying the input data. At
the same time, some researchers address this problem directly
in their model designs. For example, [8], [18] proposed the
DenseNet network, which disregards the traditional notions
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Fig. 1. Schematic diagram of the central attention mechanism

of depth and width. Instead, it maximizes feature reuse
across layers, effectively mitigating the gradient vanishing
phenomenon. Over time, researchers have increasingly prior-
itized lightweight models, with the most prominent example
being the MobileNet series proposed by [9], [19], [23], which
emphasizes the relationship between channels. We believe
that designing a module specifically aimed at capturing
the nonlinear expression relationships between channels and
directly integrating it into the convolutional neural network
model will enhance the model’s performance.

Attention mechanism. The attention mechanism is com-
monly described as a computational unit that prioritizes
features based on their significance. In computer vision,
attention mechanisms primarily involve soft attention, which
can be further categorized into channel attention and spatial
attention. Channel attention involves establishing relation-
ships between features. For instance, the SE attention mech-
anism, introduced in [10], compresses global information
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from each channel and activates it through full connection
operations, dynamically assigning channel weights.

However, some researchers argue that the SE computing
unit may not be optimal for gathering global information. For
instance, the CBAM attention mechanism was proposed by
[11]. CBAM builds upon SE and introduces an operation to
enhance maximum value aggregation, processed in a similar
manner. A fully connected operation is crucial for its param-
eters. Nevertheless, the attention calculation units introduced
in [10] and [11] share a limitation: they do not incorporate
location information, significantly limiting the effectiveness
of their attention mechanism. Therefore, [12] proposes a
Coordinate Attention (CA) mechanism, integrating location
information into features and activating them through a fully
connected operation.

To harness the necessary information, all channel attention
approaches utilize the acquired feature data by employing
fully connected operations within the encoding-decoding
structure. We found that this approach did not adequately
consider how the retrieved feature information would impact
the network architecture during training. If skewness is not
corrected, the distribution of the extracted feature information
will deviate from the normal distribution, leading to inaccu-
rate feature representation values. To mitigate the influence of
skewness and enhance the precision of the attention mech-
anism in judging feature importance, our central attention
mechanism leverages the central limit theorem.

III. ATTENTION MECHANISM

To enable the input feature X = [x1,29,...,2.] €
ReXMXw to pass through the central attention and produce
the output Y = [y1,92,...,Yc|, we designed an atten-
tion calculation unit. Our objective is to collect feature
information through compatibility, activate it based on the
inherent logic between the features and then apply a series
of operations using the concept of the central limit theorem.
To achieve this, we rearrange and store the collected feature
data based on the logical relationships between their contexts.
This preserves the feature logic and accelerates subsequent
activation operations.

A. Parallel logical storage

We collect the feature information of the input feature ten-
sor X along two mutually perpendicular directions. The col-
lected feature information, z; € RS*1*% and x5 € RE*P*1,
is stored in a tree. We implement parallel storage to manage
the one-to-many relationship of the shape. At the same time,
we readjust the feature distribution model of the feature
information x1 and x5 respectively, modifying them to the
distribution models z5 € R X% and z4 € RY"*¢, which
are more suitable for the collection of feature information.
The calculation formula is as follows:

$3:F:}(.’Ei7.’£i+1) iE(LQ,...,C—l) (D
x4 =FMxj,z;+1) je(1,2,..,c—1) ()

Among them, F’ indicates connecting x; along the h
direction based on the channel, while similarly Fch indicates

connecting x; along the w direction based on the channel,
where 7 and j represent the i-th channel and the j-th channel,
respectively. The function D reverses the spatial dimensions
of x5, such that the vertical dimensions of x5 € R °*" are
equal to those of x4 after the inversion. For the convenience
of operation, we connect xs and x4 along the channel to
obtain z5 € R2?*°*" and its calculation formula is as
follows:

Ty = CAT(ZE3,1'4) (4)

where CAT represents the connection operation along the
channel direction.

Discussion: To ensure the accuracy of the obtained feature
information, we gather feature information along the vertical
direction. According to the model used in its design, this
article can work in addition to the vertical and horizontal
directions.

B. Weight activation operation

We propose a weight activation operation by leveraging
the feature information generated in the first step. Our pro-
posed operation satisfies the following three characteristics:
Firstly, it is convenient to operate. Secondly, it can capture
nonlinear relationships between features. Finally, it requires
fewer parameters and less computation. In order to meet the
above characteristics, we performed the following operations.
We conducted an interactive fusion operation between the
features of x5 to obtain x5 € R?*¢*!, followed by a 1 x 1
convolution (Conv) operation to obtain xz7; € R'*°*1 The
following calculation formula:

x7 = Conv(xg) (5)

We collect and process the feature information of z; based
on the logical relationships between channels to obtain xg,
which is then normalized.

To achieve multi-classification, we activate xg using the
sigmoid function to obtain M with the following formula:

M = sigmod(zs) (7

To implement the logical operation of the original feature,
we use the reshape function to modify the logical arrange-
ment of M, enabling logical matching with the original
feature. We construct T € R°*!*! by modifying M, then
broadcast T according to the shape of X using the expand_as
operation to obtain Y. The calculation formula is as follows:

T = reshape(M) (8)
Y = T.expand_as(x) 9)

The reshape function and the expand_as function are utility
functions commonly used in Python programming. They
respectively involve reshaping a tensor to a new shape and
expanding it without altering the data.
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IV. EXPERIMENTAL PART

This section compares our attention method with several
other methods of the same class, following a description
of our experimental setup. Lastly, we present the results of
comparing our proposed central attention technique with al-
ternative attention methods for object recognition and image
classification.

A. Take Resnet-34 as the baseline

To verify the performance superiority of central attention,
we conducted experiments using various attention methods
and compared them based on the experimental results. Dur-
ing training, we used Resnet-34 as the baseline and employed
the standard SGD optimizer for all models. The momentum,
weight decay, and initial learning rate parameters in this
optimizer were set to 0.9, 5 x 104, and 0.01, respectively.
The results are shown in Table 1, which demonstrate that
our proposed central attention method outperforms other
attention methods with similar features. This further confirms
the superior performance of the central attention mechanism.
We believe the advantage of the central attention mechanism
lies in its non-linear storage structure, which departs from
the traditional encoding-decoding framework.

TABLE I
WITH RESNET-34 AS THE BASELINE, VALIDATING THE PERFORMANCE
SUPERIORITY RESULTS OF CENTRAL ATTENTION.

Settings Param.(M) FLOPs(G) Top-1(%)
Resnet-34 21.797 77.24 91.80
Resnet-34+SE 21.798 77.30 91.89
Resnet-34+CA 21.798 77.41 91.99
Resnet-34+CBAM 21.798 77.47 91.89
Resnet-34+CAM 21.797 77.38 92.38

B. Take Resnet-50 as the baseline

To verify that the central attention mechanism is not
dependent on a specific network model, we conducted ex-
periments using the ResNet-50 model as the baseline, which
has more layers and parameters than the ResNet-34 model.
We trained it using the same optimizer as for the ResNet-
34 model. The results are shown in Table 2, demonstrating
that our attention method is equally effective across different
network models. In addition, we provide a rendering of
adding CAM on ResNet-50 as shown in Figure 2 and 3.

TABLE I
RESULTS COMPARING THE PERFORMANCE OF ATTENTION METHODS
USING RESNET-50 AS A BASELINE.

Settings Param.(M) FLOPs(G) Top-1(%)
Resnet-50 25.557 87.98 92.00
Resnet-50+CBAM 25.558 88.22 92.10
Resnet-50+SE 25.558 88.05 92.23
Resnet-50+CA 25.558 88.15 92.21
Resnet-50+4CAM 25.557 88.13 92.42
Resnet-50+GAM 25.87 88.53 92.26
Resnet-50+SK 25.557 88.38 92.24
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Fig. 2. Take Resnet-50 as the baseline, take the era as the abscissa, and
use the loss rate as the trend graph of the ordinate respectively.
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Fig. 3. Take Resnet-50 as the baseline, take the era as the abscissa, and

use the accuracy rate as the trend graph of the ordinate respectively.

C. Application

1) Image classification: Our implementation is based on
PyTorch and ResNet-34. We evaluate it on two datasets:
CIFAR-10 and ImageNet. For training with CIFAR-10, we
utilize the standard SGD optimizer with decay and momen-
tum parameters, weight decay parameter, and initial learning
rate set to 0.9, 5 « 10~%, and 0.01, respectively. We set the
batch size to 128 and conducted training for 70 epochs. For
training on the ImageNet dataset, we repeat the training for
100 epochs. In this experiment, we use the Top-1 accuracy
metric.

CIFAR-10 Results. The experimental outcomes are pre-
sented in Table 3. From the results in the table, we observe
that both the central attention mechanism and other attention
methods achieve the highest accuracy in data attention after
training on the CIFAR-10 dataset. We present Figure 4 and 5,
illustrating the trends of error rate and accuracy rate for both
training and testing results. Detection experiments on the
CIFAR-10 dataset demonstrate that the classification model
utilizing the central attention mechanism exhibits superior
practical performance compared to other attention methods.
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TABLE III
DETECTION RESULTS USING CIFAR-10 TEST WITH DIFFERENT
ATTENTION METHODS.

TABLE IV
DETECTION RESULTS USING IMAGENET TEST WITH DIFFERENT
ATTENTION METHODS

Settings Param.(M) | FLOPs(G) | Top-1(%) | Top-5(%) Settings Param.(M) | FLOPs(G) | Top-1(%) | Top-5(%)
Resnet-34 21.797 77.24 91.80 99.68 Resnet-34 21.797 77.24 63.01 100
Resnet-34+SE 21.798 77.30 91.89 99.68 Resnet-34+SE 21.798 77.30 63.26 100
Resnet-34+CA 21.798 77.41 91.99 99.67 Resnet-34+CA 21.798 77.41 63.96 100
Resnet-34+CAM 21.797 77.38 92.38 99.69 Resnet-34+CAM 21.797 77.38 64.31 100
Resnet-34+CBAM 21.798 77.47 91.89 99.62 Resnet-34+CBAM 21.798 77.47 63.46 100
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Fig. 4. Loss trends for training and testing results using the CIFAR-10  Fig. 6. Loss trends for training and testing results on the Imagenet dataset.
dataset.
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Fig. 7. Accuracy trends for training and testing results on the Imagenet
Fig. 5. Accuracy trends for training and testing results using the CIFAR-10 dataset.
dataset.

ImageNet Results. To demonstrate that the performance
of the central attention mechanism is not constrained by
dataset distribution, we utilize the ImageNet dataset. We
adjust the number of classes to 100 and set the image
size to 84 x 84. Finally, we present the training results for
ImageNet in Table 4. According to the results, we found
that the performance of the tree attention mechanism is
comparable to other methods. It is noteworthy that the central
attention mechanism demonstrates consistent performance
across different conditions, indicating its ability to attend
to all data without imposing specific conditions. We also
include the trend graph, presented in Figure 6 and 7.

2) Object detection: Implementation details. Our code is
implemented using PyTorch and SSD300. We train on two
datasets, PascalVoc and MS COCO, with a batch size set

to 8. We employ a standard SGD optimizer with an initial
learning rate of 0.001, momentum of 0.9, and weight decay
of 5x 10~%. The paper trains for 120,000 iterations, with the
learning rate decayed by 0.1 of the initial learning rate after
reaching 80,000 and 100,000 iterations. In this experiment,
we use mAP as the metric for accurate detection.

PascalVoc Results. We train the model using the Pascal
VOC 2007 dataset. The results are shown in Table 5. Accord-
ing to the results in the table, incorporating central attention
into VGG16 leads to significant improvement in detection
performance. Additionally, our attention mechanism achieves
superior performance with fewer parameters compared to
other methods such as SE and CA. Figure 8 presents the
renderings of different attention methods, demonstrating that
the convolutional model with dimensionality reduction atten-
tion exhibits superior transfer learning ability.
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TABLE V
THE RESULTS OF MODEL TRAINING ON THE PASCAL Voc 2007
DATASET.
Settings Param.(M) FLOPs(G) mAP(%)
SSD300 26.15 31.35 0.775
SSD300+CAM 26.15 31.35 0.780
SSD300+SE 26.18 31.35 0.776
SSD300+CA 26.20 31.35 0.778

Ms coc02017 Results. To demonstrate that the superior
performance of the attention method in this model exper-
iment is not dependent on the dataset, we use the more
complex MS COCO dataset for verification. We present the
results obtained using different attention methods in Table
6. The results indicate that central attention is superior to
other attention methods in enhancing the feature extraction
capability of neural networks. This also demonstrates that
the performance impact of central attention is consistent
across different dataset distributions. To better understand
the experiment, we provide the experimental renderings in
Figure 9.

TABLE VI
THE RESULTS OF MODEL TRAINING ON THE MS COCO 2017 DATASET.

Settings Param.(M) FLOPs(G) mAP(%)
SSD300 26.15 31.35 0.368
SSD300+CAM 26.15 31.35 0.375
SSD300+SE 26.18 31.35 0.370
SSD300+CA 26.20 31.35 0.372

V. CONCLUSION

In this study, we develop a novel central attention com-
putational unit for channel attention. This computational
unit can mitigate skewness effects during feature extraction
due to the central limit theorem, a concept from statistics.
We demonstrate the effectiveness of our central attention
in image classification and object detection. We anticipate
that our attention strategy may provide some benefits when
applied to convolutional neural networks.
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