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Abstract—This article aimed to cluster districts and cities in
West Sumatra Province based on various indicators of people’s
welfare using the fuzzy clustering technique. The approach
involved both Fuzzy C-Means and Spatial Fuzzy C-Means
algorithms. The former assigns data points to groups based on
membership degrees, while the latter incorporates spatial
information.The analysis revealed that two clusters were
optimal. Fuzzy C-Means identified nine regions in Cluster 1 and
ten in Cluster 2. Spatial Fuzzy C-Means, on the other hand,
assigned eight regions to Cluster 1 and eleven to Cluster 2.
Notably, Spatial Fuzzy C-Means outperformed Fuzzy C-Means
in terms of Modified Partition Coefficient (MPC) validity index
values.In conclusion, leveraging sophisticated algorithms like
Spatial Fuzzy C-Means enhances the accuracy of clustering
districts and cities in West Sumatra Province based on welfare
indicators. This study provides valuable insights for researchers
seeking to group regions effectively while considering the
nuances of people’s well-being.

Index Terms—Cluster Analysis, Fuzzy C-Means, Spatial
Fuzzy C-Means, People’s Welfare, Modified Partition
Coefficient.

I. INTRODUCTION

Enhancing the populace's welfare is a fundamental
objective of any country's development agenda [1].
Indonesia aspires to provide well-being for all its citizens,
including West Sumatra - one of its provinces. To ensure that
development programs hit the mark, it is crucial to categorize
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regions based on their inhabitants' welfare levels. Presently,
issues concerning people's welfare still persist in West
Sumatra Province. Notably, education, health and
employment are not evenly distributed across districts/cities
resulting in high poverty rates in some areas [2]. The factors
influencing the residents' welfare vary among different
districts/cities within West Sumatra Province; however,
certain districts or cities may share similar indicators
affecting them. As such, clustering can be employed based on
these indicators with an aim to formulate policies geared
towards enhancing people’s welfare through targeted
interventions [3].

Furthermore, the development of clustering methods due
by considering the value of the degree of membership in the
fuzzy set as a basis for weighting, named as fuzzy clustering.
The fuzzy clustering method allows an object to become a
member of one or more clusters, resulting in a more thorough
clustering [4]. There is an object clustering method in fuzzy
clustering, namely the Fuzzy C-Means (FCM) method. FCM
clustering [5], [6], [7], [8] is an unsupervised technique that
has been successfully applied to feature analysis, clustering,
and classifier designs in fields such as astronomy, geology,
medical imaging, target recognition, and area segmentation.
An area can be represented in various feature spaces, and the
FCM algorithm classifies the area by grouping similar data
points in the feature space into clusters. This clustering is
achieved by iteratively minimizing a cost function that is
dependent on the distance of the pixels to the cluster centers
in the feature domain.

However, the standard FCM does not consider any spatial
information in modeling object, which makes it very
sensitive to noise, outliers and other imaging object [9], [10].
Recently, many researchers have introduced the local spatial
information derived from the object used into the standard
FCM to improve the performance of data segmentation [11],
[12]. Among them, researchers modified the FCM objective
function by incorporating spatial neighborhood term and
called the proposed algorithm as Spatial Fuzzy C-Means
(sFCM) method [13], [14].

The objective of this study is to cluster the districts/cities in
West Sumatra Province based on indicators of people's
welfare using FCM and sFCM method. Thereafter, an
evaluation will be carried out on the performance of both
clusters derived from these methods. The best clustering of
all districts/cities in West Sumatra Province is based on
indicators of people's welfare. The subsequent sections are
structured as follows: Section 2 provides data set used in this
study and a comprehensive review of FCM and sFCM, while
Section 3 delves into the analysis process and results of this
study. Conclusions are presented in Section 4.
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II. MATERIALS AND METHODS

A. Data Set

The data in this study were taken from the Central Bureau
of Statistics (BPS) of West Sumatra Province regarding
Social Affairs and Population. This secondary data is about
indicators that affected the welfare of the people of
districts/cities in West Sumatra Province in 2022. The
indicators used in this study are based on previous researches.
Those are the percentage of Human Development Index
(HDI) ( 1), the percentage of the population with health
complaints ( 5 ), the percentage of morbidity ( 3 ), the
percentage of women who use birth control ( 4 ), the
percentage of women who birth process assisted by health
personnel ( 5), percentage of literacy rate ( ¢), the average
length of schooling ( 7), percentage of Net Enrollment Rate
(NER) ( g), percentage of Labor Force Participation Rate
(LFPR) ( g¢), Level Open Unemployment (LOU) ( 1),
percentage of expenditure per capita per month ( 11 ),
percentage of proper drinking water sources ( 15 ),
percentage of proper sanitation ( 13), percentage of lighting
sources (14 ), and percentage of poor people ( 15). The
range of data are between 1 to 100, since all data are in
percentage.

The descriptive analysis was then used to report the
means and standard deviations for all fifteen variables [15],
[16]. Bivariate association analysis was performed using the

2 test. To compare means among variables is used Student’s
t-test for independent samples. This study applies cluster
analysis to identify groups of districts/cities where share
common welfare based on fifteen factors.

Cluster analysis (CA) is a statistical technique that helps
reveal hidden structures by grouping entities or objects (e.g.,
individuals, products, locations) with similar characteristics
into homogenous groups while maximizing heterogeneity
across groups [17]. Entities or objects of interest are grouped
together based on attributes that make them similar, with the
final goal being to distinguish these entities or objects by
clustering them into comparable groups and to separate them
from differing groups. Conceptually, CA aims to identify
cluster solutions that are relatively homogeneous within each
group, leading to clusters that have high intra-class similarity,
while maximizing heterogeneity between the groups, leading
to low inter-class similarity across clusters. Geometrically,
the objects within a cluster are close together, while the
distance between clusters is further apart. CA is useful to
identify groups when it is not clear which entity belongs to
which group, and how many groups may best be used to
cluster the entities; thus, CA helps to identify a latent
structure within a dataset [18], [19]. Differences between
clusters are measured using a distance system. The distance
measure that will be used in this study is the Euclidean
distance. The following formula defines the Euclidean
distance [20]:

:/:(_)2’ (D

where is the distance between the  object and the

is the value of the variable,
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object, object in the

is the value of the  object in the variable, and

number of observed variables. Then, data is grouped into
some possible clusters using Principal Component Analysis
(PCA) method. Each cluster is analyzed using FCM and
sFCM algorithm. The optimum cluster then is determined
based on the highest value of Modified Partition Coefficient
(MPC).

B. Principal Component Analysis (PCA)

PCA is a data compilation technique that aims to reduce
the data dimensions by maintaining as much diversity as
possible in the data set. PCA steps were as follows [21], [22],
[23]:

1. Data standardization.
. @
I

was the standard variable value for the i-th row

where

data, j-th column,  was the i-th data of the i-th column,

was the average value of the j-th variable, and ,/ 2 was
the standard deviation of the j-th variable.

2. Developing a correlation matrix,

LK

was the correlation between the i-th and j-th
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where

variables, was the sample covariance of the i-th

variable with the j-th variable, 2 was the variance of the

i-th variable, and 2 was the variance the j-th variable.

3. Calculating the eigen values.
The eigen values were obtained from the correlation
matrix obtained. Eigen values can be calculated using the
following formula
( — )=0 “4)
where R was the correlation matrix, was the eigen value,
and / was the identity matrix. The eigen values obtained
will be used to calculate the cumulative diversity and
diversity values of each main component. The percentage
of diversity explained by each component was:
- 6)
=1
was the eigenvalue of the j-th variable. If the

where
number of components taken was as many as £k
components, with =< | then the percentage of
cumulative diversity explained was

= (6)
% 100%.

1+ 2+ 3+.+
=)
The main components that obtain an eigenvalue of
more than 1 and obtain a cumulative percentage value of
not less than 60% will be selected as the number of main
components used.

C. Fuzzy C-Means (FCM) Method
The algorithm of the FCM method was as follows [7], [8],
[24]:
1. Preparing the data to be clustered
where is the number of data sample,

with size X
is the attribute of
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each data, and is the i-th sample data ( =1,2,..., ),
the j-th attribute ( = 1,2, ..., ).

2. Determining the number of clusters ( ), the value of the
weighted power (> 1), the smallest expected error ( ),
the initial objective function ( ¢ =0), and the initial
iteration ( = 1). The optimum weighting power value
that is often used is 2.

3. Generating random numbers , =12,., ; =
1,2, ..., ; as an element of the initial martition matrix U.
Elements of the partition matrix are membership values of
fuzzy sets that satisfy the following conditions:

[0.1], dimana _, =1
4. Calculating the k-th () cluster centre:

__ =) (7)
- 7
5. Calculating the objective function in the #-th ()

= o o 2C = ey

6. The degree of membership obtained can be seen from the
tendency of regions to be in specific clusters. The most
considerable degree of membership value indicates that
the area is a cluster member. Table 3 shows that the
Cluster 1 consists of nine regions, those are South Pesisir,
Dharmasraya, Padang, Solok, Sawahlunto, Padang
Panjang, Bukittinggi, Payakumbuh, and Pariaman. The
Cluster 2 consists of ten regions: Mentawai Islands, Solok,
Sijunjung, Tanah Datar, Padang Pariaman, Agam, Lima
Puluh Kota, Pasaman, South Solok, and West Pasaman.
Calculating the changes in the partition matrix elements

(X))
(YO

7. Checking the stop conditions, if | — _;| <
= + 1 and repeat back to step 4.

—1
=

-
-1

then stop,
if notthen =

D.Spatial Fuzzy C-Means (sFCM) Method

This method is a development of the FCM method by
utilizing spatial object information in calculating the degree
of membership value. The experimental results of Chuang et
al. [5] stated that the best results were using the sFCM
method with the non-spatial control parameter p and the
spatial control parameter ¢ having the same value. Based on
the experimental results by Ali, El Abbassi, & Bouattane [25],
they proved that the optimum number of clusters obtained
from the FCM process was used to determine the p and ¢
parameter values that would produce the best clusters in the
sFCM method. The algorithm of the sSFCM method was as
follows [6]:

1. Preparing the data to be clustered,

2. Determining the number of clusters ( ), the value of
the weighted power (> 1), the smallest expected
error (), the initial objective function ( g = 0), the
initial iteration ( = 1), non-spatial control
parameters (p), and spatial control parameter (g).

W

Generating random numbers,

Calculating the k-th cluster center ().

5. Calculating the changes in the elements of the
partition matrix

6. Computing spatial functions ()

he

= () - (®)
7. Calculating the change in the elements of the
partition matrix from to
- ©)

= ( )
8. Calculating the objective function in the #-th (

= o o - )

9. Checking the stop condition, if| — _;| < then

stop, if not then = + 1 and repeat back to step 4.

E. Modified Partition Coefficient (MPC)

MPC is a validity index method that involves a membership
value which is an improved validity index of the Partition
Coefficient (PC) method. The MPC value was defined by the
following equation:

=1- Tl(l - ), (10)
as for the PC equation that was:
_1 2
== _, ()2 (11)

Optimum cluster determination of the number of clusters
produced is determined from the largest MPC value.

III. RESULTS AND DISCUSSION

In this section, we shall endeavor to deploy the Fuzzy
C-Means (FCM) and Spatial Fuzzy C-Means (sFCM)
methods in order to cluster data pertaining to the welfare of
individuals residing in districts and cities within West
Sumatra Province for the year 2022. The primary objective of
these techniques is to discern patterns and relationships
embedded within the data that can facilitate a more
comprehensive understanding of the current state of welfare
prevalent throughout the region.

To achieve this end, we shall duly adhere to a series of
requisite steps for each method. These include pre-processing
the data, defining appropriate parameters, initializing
membership values, computing cluster centers, updating
membership values, and repeating these procedures until
convergence is attained. By employing these advanced
methodologies, our hope is that we will be able to gain
invaluable insights into the overall welfare landscape
characterizing West Sumatra Province while also identifying
potential areas for improvement or intervention.

A. Defining Multiple Clusters

Number of clusters that will be used in this study can be
seen from the results of the Principle Component Analysis
(PCA). The result of PCA is presented in the Table 1.
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TABLE 1.
PRINCIPLE COMPONENT ANALYSIS (PCA)

Principle Component Eigen Value Diversity (%) Cumulative Diversity (%)
1 7.7280 51.5 51.5
2 2.3809 15.9 67.4
3 1.5124 10.1 71.5
4 1.1823 79 85.4
5 0.6460 43 89.7
6 0.5433 3.6 93.3
7 0.3246 22 95.4
8 0.2943 2.0 97.4
9 0.1578 1.1 98.5
10 0.0817 0.5 99.0
11 0.0667 0.4 99.5
12 0.0428 0.3 99.7
13 0.0310 0.2 99.9
14 0.0064 0.0 100.0
15 0.0018 0.0 100.0
TABLE 2.
MPC VALUE
Clusterization Number of
Method Clusters MPC Value
2 0.380095412
FCM 3 0.317232435
4 0.302489159
2 0.454651895
sFCM 3 0.388283183
4 0.352730278
TABLE 3. TABLE 4.
CLUSTERING MEMBERSHIP DEGREE VALUE USING FCM CLUSTERING MEMBERSHIP DEGREE VALUE USING SFCM
METHOD METHOD
Districs / City Cluster 1 Cluster 2 Districs / City Cluster 1 Cluster 2
Kepulauan Mentawai ~ 0.42234 0.57766 Kepulauan Mentawai ~ 0.41082 0.58918
South Pesisir 0.50332 0.49668 South Pesisir 0.48914 0.51086
Solok 0.08705 0.91295 Solok 0.02222 0.97778
Sijunjung 0.33866 0.66134 Sijunjung 0.29573 0.70427
Tanah Datar 0.18066 0.81934 Tanah Datar 0.17666 0.82334
Padang Pariaman 0.28913 0.71087 Padang Pariaman 0.25978 0.74022
Agam 0.39162 0.60838 Agam 0.38323 0.61677
Lima Puluh Kota 0.09944 0.90056 Lima Puluh Kota 0.03358 0.96642
Pasaman 0.17813 0.82187 Pasaman 0.11275 0.88725
South Solok 0.19682 0.80318 South Solok 0.15499 0.84501
Dharmasraya 0.69703 0.30297 Dharmasraya 0.67977 0.32023
West Pasaman 0.14166 0.85834 West Pasaman 0.16616 0.83384
Padang 0.85355 0.14645 Padang 0.92177 0.07823
Solok 0.88525 0.11475 Solok 0.94140 0.05860
Sawahlunto 0.91211 0.08789 Sawahlunto 0.92041 0.07959
Padang Panjang 0.73278 0.26722 Padang Panjang 0.70155 0.29845
Bukittinggi 0.89084 0.10916 Bukittinggi 0.96640 0.03360
Payakumbuh 0.73890 0.26110 Payakumbuh 0.75006 0.24994
Pariaman 0.96282 0.03718 Pariaman 0.96396 0.03604
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In Table 1 can be seen that the four principal components
obtained an eigenvalue of more than 1 with a cumulative
percentage of diversity obtained of 85.4%. So, clustering was
carried out as many as two to four clusters in this study.

B.  Optimum Number of Clusters

To determine the optimal number of clusters, it is crucial to
take into account the MPC validity index. This index offers
valuable insights into the efficacy of various clustering
techniques and aids in identifying the ideal cluster count. To
gain a deeper understanding of this notion, we can scrutinize
Table 2's presented outcomes. The table outlines both FCM
and sFCM methods' MPC validity index values for all
conceivable cluster configurations.

Upon meticulous examination, it becomes evident that two
clusters consistently yielded the highest MPC index values.
Specifically, two-cluster setups using either FCM or sFCM
techniques produced polished MPC index values of
0.380095412 and 0.454651895 respectively, indicating their
effectiveness. As such, based on these findings, we can
conclude that utilizing two clusters would likely result in
superior outcomes when employing clustering methodologies
with the MPC validity index as a performance evaluation
benchmark.

C. Results of Fuzzy C-Means (FCM) Clustering Method

To ascertain the optimal cluster affiliation, one must assess
the level of cluster membership attained in the concluding
iteration. This pertinent data is readily available in Table 3,
which showcases the degree value of clustering membership
ascertained via employment of FCM methodology.
Scrutinizing this information with precision is crucial to
ensure sound and precise deductions are drawn from the
clustering process. By conscientiously considering this
pivotal data, researchers can make judicious determinations
regarding cluster membership and further comprehend how
various variables influence overall clustering outcomes.

D.  Results of Spatial Fuzzy C-Means (sFCM) Clustering
Method.

The culmination of this particular methodology results in a
definitive value for the degree of membership. This
noteworthy piece of data can be located within the designated
Table 4, which exhibits the result of this procedure.

Upon scrutinizing Table 4, it was discovered that the
clustering outcomes derived from the FCM technique
exhibited a minor fluctuation. Notably, there was one specific
region which pertained to a distinct cluster. In contrast to the
FCM approach, Pesisir Selatan was allocated to Cluster 2
instead of Cluster 1 by means of the sFCM methodology.
This deviation can be attributed to the fact that during
analysis, SFCM computation took into account both spatial
and non-spatial parameters. The incorporation of these
supplementary aspects led to a more nuanced and refined
clustering outcome, underscoring the significance of
considering multiple variables when executing data analysis
processes.

E. Characteristics of Clustering Results

After the cluster was formed, the average of each indicator
of people's welfare will be taken, the average value of the
nineteen districts/cities per indicator was denoted by
Then for each cluster an average for all districts/cities per
indicator of people's welfare will also be taken, the average
value per indicator for each cluster was denoted by =~ where
j=12,...,3 and ¢ = 1,2. The characteristics of the clustering
results will be determined by marking each indicator in the
cluster, if the value was >  then it was given a positive
sign (+) and if the value was <  then it was given a
negative sign (-).

In this study, the HDI indicator ( 1), women use birth
control ( 4), birth assisted by health personnel ( 5), literacy
rate ( g), the average length of schooling ( 7), APM ( g),
expenditure per capita per month ( 17 ), proper drinking
water ( 1p), proper sanitation ( 13), and lighting sourced
from PLN ( 14). Ifit was positive, it can be said that the level
of welfare was relatively better in that cluster. Meanwhile, for
the indicators of health complaints ( ), morbidity ( 3),
TPAK ( o), TPT ( 19), and poverty ( 15), if they are
opposing, it can be said that the level of welfare was
relatively better in that cluster.

In order for two different methods to produce the same
clustering characteristics, it is important to analyze the
characteristics of each cluster on people's welfare indicators.
This analysis can be seen in Table 5, which outlines the
clustering results. Specifically, in the first cluster, success
was achieved for people's welfare in indicators

L 4 5 6 7 8 110 12» 13 and 14. However, there
were still several indicators that did not achieve success
within this cluster: namely indicators 5, 3, g9, 190dan 5.

On the other hand, within the second cluster there were
different indicators that could be said to be good. Specifically,
indicators 5, 4, 10, 11 dan 4, all showed positive
results for people's welfare. However, there were still number
of indicators that did not reach welfare figures within this
cluster including: indicators

1y 31 5 6 7+ 8 91 13 14 and final indicator 15 -
Overall it is clear that careful analysis of these clusters is
necessary to ensure that both methods are producing similar
clustering characteristics with respect to people's welfare
indicators.

IV. CONCLUSIONS

The primary aim of this investigation was to apply fuzzy
clustering techniques for the purpose of grouping districts
and cities in West Sumatra Province based on their residents'
welfare indicators. Two distinct types of fuzzy clustering
methods, namely Fuzzy C-Means (FCM) and Spatial Fuzzy
C-Means (sFCM), were employed in order to achieve the
desired outcomes. The superior cluster was determined by
utilizing the Modified Partition Coefficient (MPC) validity
index calculation with a total number of clusters set at 2. This
comprehensive analysis allowed for a more nuanced
understanding of the economic and social landscape of West
Sumatra Province, which can inform future policy decisions
aimed at improving the overall welfare and well-being of its
citizens.
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In the FCM method, the Cluster 1 consisted of nine regions
including South Pesisir, Dharmasraya, Padang, Solok,
Sawahlunto, Padang Panjang, Bukittinggi, Payakumbuh, and
Pariaman. The Cluster 2 consisted of ten regions including
Mentawai Islands, Solok, Sijunjung, Tanah Datar, Padang
Pariaman, Agam, Lima Puluh Kota, Pasaman, South Solok
and West Pasaman.

The sFCM approach demonstrated a disparity in the
positioning of clustering outcomes as compared to the FCM
method. Notably, South Pesisir was incorporated in Cluster 2
instead of Cluster 1. Consequently, SFCM categorized eight
regions under Cluster 1 and eleven regions under Cluster 2.
These results provide valuable perceptions into district/city
clustering techniques that policymakers can utilize when
devising regional development strategies. It is crucial for
decision-makers to take such research into account while
making informed judgments concerning regional
development policies that have extensive implications for
both societies and economies.
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