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Abstract—In this paper, we examine an individual 

consistency control in consensus building for group 
decision-making that was based on a paper of Li, Rodriguez, 
Martinez, Dong, and Herrera. we point out their important but 
questionable results and then present our comments. Our 
results will help researchers understand the structure of 
individual consistency control in consensus building under 
fuzzy environments. 
 

Index Terms—Inventory systems, Fuzzy theorems, 
Consensus building, Individual consistency control 
 

I. INTRODUCTION 

ECENTLY, Li et al. [1] published a paper in a famous 
journal, IEEE Transactions on Fuzzy Systems, to handle 

individual consistency control. Up to now, this paper had 
been cited fifth-two times to indicate this paper is dealt with a 
hot research topic. We list several related papers in the 
following: Alexakis and Sarris [2], Tsui and Wen [3], Feizi et 
al. [4], Roodposhti et al. [5], Pourghahreman and Rajabzadeh 
Qhatari [6], Andreopoulou et al. [7], Vesyropoulos and 
Georgiadis [8], Hamzeh et al. [9], and Zhang et al. [10]. After 
reading Li et al. [1], we find several interesting but dubious 
outcomes in their paper. Hence, in this article, we will reveal 
those significant but disputed results and provide our 
explanation of why those findings are imperative but 
questionable. 

II. REVIEW OF THEIR FORMULAS AND OUR COMMENTS 

    There are some interesting but unrelated materials in Li et 
al. [1]. For example, Equations (1-4) of Li et al. [1], that were 
discussed linguistic preference relations for the 2-tuple 
linguistic model and numerical scale. However, in their paper, 
the authors studied linguistic terms on Page 8 left column, 
Lines 11-12, that are not related to 2-tuple linguistic 
representation. It reveals that Li et al. [1] mentioned some 
types of fuzzy data that may be essential in academic society 
but are not used in their paper.  
Furthermore, Equation (4) and Equation (5) of Li et al. [1] 
look like a pair of twins. It indicates that Li et al. [1] did not 
prepare their version in a compact form such that main but 
redundant expressions appeared twice in their paper. 
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Moreover, Equations (5-7) of Li et al. [1] are already 
summarized in Equation (8) of Li et al. [1] such that 
Equations (5-7) may be deleted to save the precious space of 
w well-known journal. On the other hand, to provide a 
detailed explanation for their Equation (8) through Equations 
(5-7) is useful for ordinary readers to understand the 
derivation of Equation (8).  
 
Based on our above discussion, we can claim that the 
formulas in Li et al. [1] are not well-organized. Hence, some 
improvements will be presented by us to help ordinary 
readers realize Li et al. [1]. 
 
Remark. We are confused by   with k  such that we use 

  to replace  . The authors of Li, Rodriguez, Martinez, 
Dong, and Herrera should not use two expressions so close to 
each other that will imply chaos to the standing of their 
meanings. It is important for help readers absorb Li et al. [1] 
such that some modifications will be executed by this 
manuscript. 
 
There are many interesting but questionable expressions in 
their paper. In the following, we just list several examples. 
Page 4, Figure 1, of Li et al. [1], we cite that “Individual 
fuzzy preference relations” that is questionable. Because we 
refer to their results of “Individual linguistic preference 
relations” handled by the PIS model to imply “PISs of 
linguistic terms” for each expert that is a crisp (real) number 
in the interval, ሾ0,1ሿ.  Consequently, they used “fuzzy” which 
is improper.   
 
We refer to "Algorithm 1. PIS-based clustering algorithm." 
from Li et al. [1]. We must point out that Li et al. [1] did not 
provide any reference works for the fuzzy c-means (FCM) 
algorithm to help readers to understand the meaning of  it. 

III. RECAP OF THEIR ANALYSIS AND OUR COMMENTS 

    Based on individual consensus level, two consensus 

groups, acceptable and unacceptable, denoted as AG , and 

UG , are decided to partition decision makers with  

jk CLCL   ,                          (3.1) 

for decision-makers Ak Ge   and Uj Ge  . 

Authors wanted to find a decision-maker, say e  such that 

UGe   to indicate the person who is satisfying 

j
Ge

CLCL
Uj

 max .                         (3.2) 

 
 

Further Study for Individual Consistency 
Control in Consensus Building 

Lee-Chun Wu, Chien-Fen Hung 

R 

IAENG International Journal of Computer Science

Volume 51, Issue 7, July 2024, Pages 868-875

 
______________________________________________________________________________________ 



 

Authors tried to construct a new pair of acceptable and 

unacceptable groups,  eGA   and  eGU  . Each 

time, shift one decision maker from one group UG  to the 

other group AG , until the consensus level (Equation (12) of 

Li et al. [1]) attains the collective consensus threshold, LC .  
 

To persuade a person, e  to change his/her preference, 

authors tried to find a moderator, say ye  in two cases A and 

B. 

By PIS-based clustering algorithm, we assume that hG , 

a semantic-based cluster, then Case A:  

A
h GG  ,                          (3.3) 

and Case B:  

A
h GG  .                            (3.4) 

 
To simplify the expression, we assume the distance between 

e  and e  that 

  



n

ji
jiji ffeed

1,

, 
 .                  (3.5) 

For Case A, the moderator ye  satisfies 

    eedeed f
GGe

y
A

h
f

,min,


 .                (3.6) 

For Case B, the moderator ye  satisfies 

    eedeed f
Ge

y
Af

,min,


 .                  (3.7) 

 

We raise our question: If e
hG , and A

h GG  , 

does  

 


eed f
GGe A

h
f

,min


 eed f
Ge Af

,min


?            (3.8) 

 
If our raised problem has a positive answer, then we can 
merge Case A and Case B into Case B such that directly 

select ye , satisfying  

    eedeed f
Ge

y
Af

,min,


 ,                (3.9) 

without checking whether or not A
h GG  .  

 
Consequently, if our raised problem has a positive answer, 
we may save time to overlook Algorithm 1. 
 
We have interesting questions for the direction rule (a)-(e) on 
Page 7, left column, Lines 11-24, of Li et al. [1]. 

Authors of Li et al. [1] let  jif  be the adjusted fuzzy 

preference relation associated with expert e , then they 

mentioned that "(a) If c
ij

y
ijij fff  , then  

 y
ijijij fff ,  ." 

 
We predict that the authors of Li et al. [1] wanted 

c
ij

y
ij

c
ijij ffff  ,                      (3.10) 

that is, the authors wished that  
c

ij
y

ij
c

ijij ffff  ,                      (3.11) 

owing to c
ij

c
ij

y
ijijij fffff   . 

 

Li et al. [1] also claimed that "(b) If y
ij

c
ijij fff  , then 

 c
ijijij fff ,  ." 

Li et al. [1] did not present any explanation for their assertion 
of (b) such that the location of the adjusted fuzzy preference 
relation contains questionable results. 
 

Li et al. [1] also mentioned that "(c) If 
ij

c
ij

y
ij fff  , then 

 
ij

c
ijij fff , ." Based on the same reason as Case (b), the 

authors did not inform us how to obtain their Case (c). 
 

Li et al. [1] also noted that "(d) If 
ij

y
ij

c
ij fff  , then 

 
ij

y
ijij fff , ." 

For Case (d), we can expect that the authors wanted  
c

ij
y

ij
c

ijij ffff  ,                      (3.12) 

owing to c
ij

c
ij

y
ijijij fffff   . 

At last, the authors concluded that " (e) Otherwise, 


ijij ff  ." 

 

The authors only showed us the results for  jif . 

However, they did not provide us with the genuine meaning 
of how to develop those rules. 

IV. REVIEW OF THEIR TABLES AND OUR COMMENTS 

We rearrange Tables 3-5 of Li et al. [1], according to the 

value of kCL . 

Expert 19e  in Table 3 has a rank of 14, but Expert 19e  in 

Table 4 has a rank of 1 to indicate that the direction rule (a)-(e) 
on Page 7, left column, Lines 11-24 of Li et al. [1] must 
contain severe questionable results. 
 
We have a interesting question for Equation (14) of Li et al. 
[1] and we provide our explanation in the following. 
We quote the first row of Equation (14) of Li et al. [1] in the 

following, "If c
tij

y
tijtij fff ,,,  , then 

  
tij

y
tijtij fff ,,1,  .                      (4.1) 

We recall Page 8, right column, Lines 28-31, of Li et al. [1], 

the matrix 1F , to imply 667.01
23 F .   

 
When 8 , we try to find the condition to derive 

  
1,231,232,23 667.0

8

1
fff  ,                   (4.2) 

that is 


1,2308.0

8

667.0
f .                       (4.3)  
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TABLE I  

The Comparison of Tables 3-5 of Li et al. [1].   
 

Table 3 Table 4 Table 5 

kCL
 ke

 kCL
 ke kCL ke

 
0.942 

6e
 

0.970 
19e 0.972 

19e
 

0.903 
17e

 
0.938 

6e 0.937 
6e

 
0.891 

 
0.912 

17e 0.911 
17e

 
0.872 

5e
 

0.893 
9e 0.892 

9e
 

0.865 
7e

 
0.879 

5e 0.878 
5e

 
0.862 

8e
 

0.868 
7e 0.869 

7e
 

0.861 
13e

 
0.865 

13e 0.865 
13e

 
0.859 

15e
 

0.859 
16e 0.858 

16e
 

0.857 
 

0.857 
8e 0.857 

8e
 

0.853 
4e  

0.856 
4e 0.857 

4e  
0.853 

16e
 

0.855 
15e 0.855 

1e  
0.806 

10e
 

0.854 
1e 0.854 

15e
 

0.800 
11e  

0.807 
11e 0.820 

14e  
0.788 

19e
 

0.803 
10e 0.805 

11e  
0.784 

14e  
0.793 

14e 0.804 
10e

 
0.782 

3e
 

0.789 
3e 0.788 

3e
 

0.761 
2e  

0.761 
2e 0.760 

2e  
0.746 

20e
 

0.742 
18e 0.742 

18e
 

0.740 
18e

 
0.740 

20e 0.741 
20e

 
0.736 

12e  
0.733 

12e 0.734 
12e  

 

We check Page 8 for kf23 , with 20,...,2,1k  then 1s  three 

times, 2s  three times, 3s  two times, 4s  six times, 5s  five 

times, and 6s  one time, and then based on the above 

discussion, we know that for ,20,...,2,1k  and 

6,...2,1i , 

  157.0i
k sNS .                        (4.4) 

 
We show that our condition of 


1,2308.0

8

667.0
f ,                      (4.5) 

is satisfied to indicate  


1,232,23 ff  .                          (4.6) 

 
However, based on Page 7, rule (a), left column, Lines 11-13, 
of Li et al. [1], 

 y
ijijij fff ,  ,                         (4.7) 

to imply that 


1,232,23 ff  .                           (4.8) 

 

Therefore, we can assert that Equation (14) of Li et al. [1] that 
is cited as our Equation (4.1) has severe questions that will be 
further examined by future studies. 

V. A RELATED PROBLEM 

To compute the necessity mean for fuzzy numbers, Yoshida 
et al. [11] published a paper to introduction a sequence 
approach to define the limit of a point-wise convergent 
sequence of continuous fuzzy numbers to be the necessity 
mean for a general fuzzy number. In this note, we provide a 
simplified method to adopt the version for continuous fuzzy 
numbers for the necessity mean. After our modification, the 
sequence approach proposed by Yoshida et al. [11] can be 
avoided. Our theoretical derivation will be useful for 
researchers in the future to evaluate the necessity mean for 
fuzzy numbers. 
Owing to the complexity of the real word and rapid changing 
in human society, fuzzy numbers becomes an appropriate 
tool to handle the uncertainty in the real word application 
problems. After researchers developed their objective 
functions in fuzzy environment, and then they have to use 
suitable means to defuzzy their models. For continuous fuzzy 

numbers, CRa ~ , the possibility evaluation measure, P
aM ~ ; 

9e

1e
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the necessity mean, N
aM ~  and the credibility mean, C

aM ~ , 

were proposed by the following definitions,  

   xaIM
Ix

P
a

~sup~


 ,                         (5.1) 

   xaIM
Ix

N
a

~sup1~


 ,                        (5.2) 

 
2

1
~ IM C
a   N

a
P
a MIM ~~  ,                     (5.3) 

for I β, where β and I  denote the Borel  field and 
the set of all non-empty bounded closed intervals in the real 
number, respectively.  
 

For continuous fuzzy numbers, CRa ~ , with a compact 

support and  

  1~max xa
x

,                             (5.4) 

 then  

  1~ aM P ,                              (5.5) 

   1~aM N ,                            (5.6) 

and 

   21~ aM P .                          (5.7) 

 
Yoshida et al. [11] introduced mean values of a fuzzy number 

a~  with an evaluation measure aM ~  as follows, 

       
1

0
~

1

0
~

~~~~~   daMdagaMaE aa     (5.8) 

where  

     2, yxyxg  ,                          (5.9) 

is the 0.5-weighting function and a~  is the expression of an 

 cut of a fuzzy number a~ , denoted as  UL aa  , . 

 
Yoshida et al. [11] pointed out that for continuous fuzzy sets, 

CRa ~ , then 

  aE P ~~   2
1

0   daa UL ,                    (5.10) 

     daaE ULN  
1

0
1

~
,                 (5.11) 

and 

  aE C ~~    32
1

0    daa UL .             (5.12) 

For fuzzy sets, Ra ~ , Yoshida et al. [11] developed a 

sequence approach to construct a sequence,  1
~

n
na

 CR , with continuous fuzzy numbers C
n Ra ~  which 

point-wise converges to a~ , and then  

   n

n
aEaE ~~

lim~~


 .                        (5.13) 

 
They mentioned that if the limit of the sequence of Equation 
(5.13) is independent of the selection of the sequence 

 1
~

n
na CR  and then it is assumed to be well-defined. 

VI. OUR IMPROVEMENT 

    We will claim that directly use 1  then to generate a 
point-wise convergent sequence becomes unnecessary. For 
discontinuous membership function a~ , to construct a 

sequence  na~  of continuous membership function 

point-wise converge to it, 

   xaxa n

n

~~lim 


,                         (6.1) 

for  x . On the other hand, the necessity mean 
NM  satisfies the following relationship,  

   aMaM NnN

n

~~lim 


.                  (6.2) 

 
In the following, we provide our reasoning. Owing to the 
weighted functions are different for (a) continuous fuzzy 
number, and (b) discontinuous fuzzy number, such that to 
obtain different results is a normal phenomenon. Yoshida et 
al. [11] convert a questionable problem into the motivation of 
their definition.  
 

Our goal is to construct another sequence  nb
~

 of 

continuous membership function point-wise converge to it, 
that is, 

   xaxb n

n

~~
lim 


,                        (6.3) 

for  x . 
 

However, for the necessity mean NM  satisfies the 
following inequality, 

  


nN

n
aM ~lim  nN

n
bM
~

lim


 ,             (6.4) 

that is definition of which is related to the continuous 
sequence. 
 
Yoshida et al. [11] used  

n

1
1 ,                                  (6.5) 

and  

n

1
4  ,                                  (6.6) 

for their α െcut. 

We try to use 
n

x
1  and 

n

y
4  with 0x  and 0y , 

for our α െcut. 
Hence, our cut have the following expression, 





 

n

yny

n

xnx 42
,

2 
,          (6.7) 

for 210   .  

 
We will compute 

   d
n

yy

n

xnx






 





422

2

1
12

21

0

 

     dA
n







  

1
51

21

0

,                (6.8) 

where 
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  yxyxA   22 ,                (6.9) 

and 

    01
1

lim
21

0


 dA

nn
.             (6.10) 

 
We provide a possible explanation for the above inequality, 

    1~ nN aM  

 








15.0,1

5.00,1~



aM N .          (6.11) 

 
At last, not the least, we point out the result of Yoshida et al. 
[11] should be revised from 

     dagaE P 
1

0

~~~
,                   (6.12) 

 to an improved version, 

     dagaE n

n

P 


1

0

~lim~~
,                (6.13) 

where  na~  is a sequence of continuous fuzzy number that 

point-wise converges to a~ .  
 
Moreover, the findings of Yoshida et al. [11] is only valid for 
continuous fuzzy numbers. For the general case, their 
findings should be revised to 

  aE N ~~
 

     

1

0

1

0

~~~lim   daMdagaM nNnnN

n
.    (6.14) 

VII. RELATED STUDIES 

    In this section, we recall several recently published articles 
that are important to help researchers locate possible 
examined topics.  Liu [12] developed inventory systems with 
salvage value and shortages with respect to decay products to 
locate the optimal solution through analytical solution 
procedure. Referring to integration method for over 
estimation criterion, Batiha et al. [13] examined a high 
dimensional linear question to study a time series of parabolic 
and fractional systems. Suksamran et al. [14] considered 
solidity examination and diagnostic resolutions for infection 
related to diffusion and reaction models. For junior-high 
schools, Side et al. [15] employed time series system to learn 
video game compulsion. According to illustrated renew 
mapping, Aung et al. [16] studied programming models of 
individual proposal performance. For shortages charge under 
unclear environment, Liu [17] constructed revisions with 
respect to Newsboy dilemma with a Stochastic setting. Based 
on multiple dimensional fault improvement, Lubis et al. [18] 
took analytical commerce for undersized holder. In a dual 
composition, Manilam and Pochai [19] obtained a 
mathematical system for coast line progression by a finite 
stable difference procedure. To realize features pattern 
recognitions, Wang et al. [20] found out categorization with 
norm representation. For scrutinizing multiple images, 
Umilasari et al. [21] got control families with neighborhood 
resolution. Based on normal mapping system, Feng et al. [22] 
gained digital figure structure with little resolution. Referring 
to complicated vehicle data record, Paul et al. [23] acquired 
marine approaches with figure density. Based on our above 

literature reviewing, practitioners can locate interesting 
research trend for their future academic developments.  

VIII. ANOTHER RELATED IMPROVEMENT 

    In Yang and Chen [24], they tried to solve an open 
question discussed in Osler [25]. We believe that Yang and 
Chen [24] already solved the open question discussed in 
Osler [25]. However, the open question proposed by Osler 
[25] already have appeared in Sofo [26]. Hence, the original 
source should not be contributed to Osler [25], and then it 
should be revised to Sofo [26].   
Sofo [26] tried to study three kinds of cubic root or radical 
root problems. The open question examined by Osler [25] 
just one of these three directions of examined problems. 
Hence, we will provide a comprehensive study for Sofo [26] 
to present a patchwork of Yang and Chen [24]. 
 
Sofo [26] tried to solve the following three kinds of problems. 
In the beginning, Sofo [26] assumed that  

    U
3131

5252 ,               (8.1) 

to derive that  

0433  UU ,                         (8.2) 
and then Sofo [26] demonstrated that 

1U ,                                   (8.3) 
is the unique real solution to indicate that the solution 
procedure of Sofo [26] containing a discussion of complex 
variables.  
 
For a more general setting, that satisfies 

    1
3131
 qpqp ,               (8.4) 

with p  and q  are natural numbers, Sofo [26] found that  

13  np ,                              (8.5) 

and  

 382  nnq ,                           (8.6) 

for ,...2,1n  to indicate that contains infinite pair of 

natural number solutions.  
 
For the third kind problem of  

    1
1

11

1

11 
nn

qpqp ,             (8.7) 

for ,...4,3n , where p  and q  are positive numbers, Sofo 

[26] claimed that for a given n , he obtained at least a pair of 
rational number solutions with 

 11 2  n
n F

F
p ,                           (8.8) 

and 

2
1 4

5
nFq  ,                                (8.9) 

where  nF  are Fibonacci sequence, with  

11 F ,                                  (8.10) 

12 F ,                                  (8.11) 

and 

11   nnn FFF ,                          (8.12) 

for ,...4,3,2n . 
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Based on our review for Sofo [26], we will provide a 
following possible direction for future researchers. To 
generalize Fibonacci sequence in a more general setting: 

11   nnn yFxFF ,                      (8.13) 

for 2n . 
Based on our above discussion, we provide a detailed review 
of Sofo [26] to present a patchwork for Yang and Chen [24]. 

IX. FURTHER DISCUSSION FOR CONSISTENT TEST 

    Recently, Wang et al. [27] examined Ardalan [28], 
Aull-Hyde [29], and Chu et al. [30] for inventory systems 
with temporary price discounts. Wang et al. [27] provided an 
excellent mathematical work to obtain a compact proof for 
the decreasing assertion of the objective function proposed 
by Chu et al. [30]. Consequently, the restriction proposed by 
Chu et al. [30] to assume the domain is the finite union of 
closed intervals is revised to a natural setting of "closed set" 
which is a significant revision of Chu et al. [30]. However, 
there are several questionable results mentioned in 
Aull-Hyde [29] that still left open. Hence, in this section, we 
will present a further study for Aull-Hyde [29]. 
If we consider an Analytic Hierarchy Process problem with 

three alternatives, 1A , 2A  and 3A , and there are many 

decision makers, kD , for mk 1 . In Saaty [31], each 

decision maker, say kD , by pairwise comparison to decide 

the relative weight for the 1-9 scale then the individual 

comparison matrix, denoted as  
33

 kjik aI  , that satisfies 

 9/1,...,2/1,1,...,8,9kjia ,                (9.1) 

and  

1kijkji aa .                               (9.2) 

On the other hand, in Aull-Hyde [29], she arbitrarily 

constituted a group of n  persons, say sP , for ns 1 , 

with 90n , and then randomly assign a reciprocal 

comparison matrix, say  
33

 sjis bM  with sjib  is 

randomly selected from  9/1,...,2/1,1,...,8,9 .  

The group comparison matrix, say  
33

 jibG , with  

nn

s
sjiji bb

/1

1








 



.                          (9.3) 

From the simulation experiment of Aull-Hyde [29], G  will 
pass the consistency test. If we follow this trend to further 
extend the group from 90 to 900 and 9000 and then our 
simulation results will all pass the consistency test. 
From our three proposed tests, it demonstrates that if we (a) 
extend the individual group to a sufficient large group, and (b) 
randomly assign the individual comparison matrix, then the 
normalized group priority vector will converge to the 
uniform weight as follows, 

 T3/1,3/1,3/1 ,                          (9.4) 

since the group comparison matrix pass the consistency test, 
then the equally weight results will be derived.  
It reveals that by the approach proposed by Aull-Hyde [29], 
then we will derive that every alternative has the same weight. 
It is not a reasonable conclusion for group decision 
environment. Hence, we can conclude that something must 

be wrong in the geometric mean average algorithm proposed 
by Aull-Hyde [29]. 

Since   1lim /1 


n
nji

n
a , if njia  is randomly select.  

There is a threshold, say    (or say R ) and a number, say 
m , if mn   such then  

    11 /1 n
njia  ,                  (9.5) 

or  

  RaR n
nji  /1/1 .                     (9.6) 

Based on our above discussion, we recall the next theory 
proposed by Aull-Hyde [29]. 
 
Theorem 1. (Aull-Hyde [29]) If group comparison matrix 
with entries between R/1  and R , then the group matrix 
will pass the consistency test, when the group of experts is 
sufficient large. 
 
If we pick a group of twenty decision makers such that their 
group 33  comparison matrix, say A , is not passed the 
Saaty’s consistent test, since from the data of Aull-Hyde [29], 
there are 92% simulation trials that passed the consistent test. 
In other words, there are 8% simulation trials of 1000 
experiments such that we have 80 selections. Hence, we 
assume that there are twenty individual comparison matrices 

  33 kjik aM  for 20,...,2,1k  and   33 jiaA  

with the following group decision matrix,  
20/120

1








 

k
kjiji aa .                     (9.7) 

Since the group decision matrix, A  does not pass the 
consistency test, by Saaty [31], there must be some 
improvement for some elements in A . However, if we 

arbitrarily add another three alternatives, say 4A , 5A  and 

6A  and then we construct individual comparison matrix, say 

  66 kjik bN  where kjikji ab   for 3,1  ji , with 

20,...,2,1k , and others kjib  are arbitrarily decided from 

the 1-9 scales of Saaty [31] that satisfy the reciprocal 
property of Equation (9.2). 

We assume the new group comparison matrix, say  jibB   

with  
20/120

1








 

k
kjiji bb .                  (9.8) 

According to Aull-Hyde [29], when group size is twenty, 
then the group comparison matrix has 100% acceptance. 
Therefore, researcher will accept the priority vector derived 

by B  then to decide the ranking of nA  for 6,...2,1n . If 

we ignore nA  for 6,5,4n , then we can obtain the 

ranking of nA  for 3,2,1n . 

If we carefully examine the above procedure, for different 

construction of kN  for 20,...,2,1k , there may imply 

different ranking for of nA  for 3,2,1n . 
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When generating the individual comparison matrices 

 jiaA  , the jia  entries are randomly selected from the 

following set  9,8,...,2,1,1/1,2/1,...,8/1,9/1 . It means 

that there are 18 numbers where the probability to select “1” 
is 18/2  and the probability for other values are 18/1 . 
However, researchers assumed that there are 17 possible 
values for the Saaty’s 1-9 scale such that the probability to 
select “1” is 17/1 . 
We may predict that Aull-Hyde [29] on purpose added the 
probability to select “1” to increase the chance for the 
synthesized group comparison matrix to have entries close to 
1. Therefore, we rerun the same numerical experiment of 
Aull-Hyde [29] with the selection family of Equation (9.1) 
that is consistent with the major research trend in Analytic 
Hierarchy Process. 
The claim in Appendix A of Aull-Hyde [29] should not be 
derived by the Hospital rule. It should be owing to the fact 

that the selection set  9,8,...,2,1,1/1,2/1,...,8/1,9/1  of 

Equation (9.1) having the geometric mean equals to 1.  

For example, if we select the entries, jia , for the individual 

comparison matrix, not followed the 1-9 scale rule but from 

the following set,  2 . It means that we always assume that 

2jia , then we compute the limit problem 

nn

k
n

nn

k
kji

n
a

/1

1

/1

1

2limlim 















 






 

  22lim
/1




nn

n
.                      (9.9) 

Equation (9.9) indicates that the Hospital rule cannot be 
applied for this problem. In the next, we provide an 
improvement for the proof for Appendix A of Aull-Hyde [29]. 
By the weak law of large number, we know that 











n

k
kjia

n 1

ln
1

 will converge to its mean of 










 

9

1

1
lnln

18

1

k k
k . We derive that 

  0lnln
18

11
lnln

18

1 9

1

9

1







  

 kk

kk
k

k ,    (9.10) 

From  

0ln
1

limlimln
1

/1

1






















 







n

k
kji

n

nn

k
kji

n
a

n
a ,   (9.11) 

we obtain that 

1lim
/1

1













nn

k
kji

n
a ,                  (9.12) 

as proposed by Aull-Hyde [29]. 

X. CONCLUSION 

In this paper, we recall the important but doubtful findings 
of Li et al. [1] regarding their formulas expressions, 
theoretical analysis, and numerical examples, and then we 
raise our comments to point out their vital but questionable 
derivations. Our comments will help practitioners face the 
problems in individual consistency control with fuzzy 

information. In the direction of future research, we list the 
following four papers: Baek et al. [32], Dong and 
Herrera-Viedma [33], Parajuli et al. [34], and Rahman et al. 
[35] that are worthy to mention to pay attention to them. 
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