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Abstract—Artificial bee colony (ABC) algorithm is opti-
mization technique that works well on complex optimization
problems, but it’s potential is constrained by the shortcomings
that insufficient local search and slow convergence. To alleviate
these challenges, an improved ABC variant with observed
subgroups (OSABC) is proposed. In this study, each food source
has an observed subgroup that is determined by calculating
its Euclidean distance from the other. And the subgroups’
size adaptively changes according to the ranking. Then, the
new update equation is constructed by the food source from
the subgroup. Additionally, to mitigate the scenario in which
ABC faces strong selection pressure later on, we integrate
a ranking-based selection mechanism with the fitness-based
selection probability to design a dynamically adjusted selection
probability. The numerical experimental results of OSABC with
excellent ABC variants on optimization problems and their
shifted versions show that OSABC has better solution accuracy
and faster convergence rate. Meanwhile, OSABC’s practical
applicability has verified on the wireless sensor network (WSN)
coverage optimization problem.

Index Terms—Artificial bee colony (ABC); observed sub-
groups; adjusted selection probability; wireless sensor network.

I. INTRODUCTION

USING intelligent optimization techniques is a very
effective way to tackle difficult optimization challenges.

Benefiting from the inspiration of the behavior of group
organisms in nature, many swarm intelligence optimization
algorithms (SIAs), like PSO [1], DE [2], ABC [3], have been
developed and applied in various fields [4-8].

Artificial bee colony (ABC) was proposed by Karaboga
in 2005 [9] which is inspired by the cooperative foraging
in bee colonies. Due to few parameters and simple struc-
ture, ABC has a good application prospect in the field of
intelligent optimization. Many scholars have been committed
to improving ABC’s search capability for problem-solving,
and they have applied it in practical problems such as multi-
objective optimization problem [10] and image segmentation
problem [11].
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ABC has received much attention from researchers since it
was proposed. The influences of control parameters in ABC
have been analyzed and discussed by Akay and Karaboga
[12]. To compensate for ABC’s weak local search, Zhu et al.
[13] developed a novel ABC algorithm that accounts for the
global best solution in the new movement equation inspired
by PSO. Gao and Liu [14] designed a modified ABC version
by combining DE. In this study, the mutation strategy is
introduced into ABC to construct the new update equation
ABC/best/1. Peng et al. [15] proposed a best neighbor-guided
ABC by introducing the best neighbor solution search strate-
gy and a global neighbor search operator. Based on previous
experience, an improvement update strategy is designed in
[16] that is presented by Wang et al.. The empirical balanced
ABC adopted a disturbance mechanism to guide the bees by
using appropriate movement strategies in [17].

To improve the underlying selection probability, Cui et
al. [18] provided a novel ABC variant, in which a depth-
first search framework is constructed to replace the original
probability mechanism. An adaptive ABC algorithm was
proposed in [19], which contains novel position update
strategy and adaptively adjusted control mechanism. [20]
presented a new ABC variant, in which new selection scheme
for bees is constructed by the best solution in a neighborhood
radius. By using a selection probability based on Bayesian
estimation, a novel ABC was provided in [21]. Wang et al.
[22] proposed a multi-strategy ensemble ABC algorithm by
integrating the search strategies from several ABC variants.

These scholars have conducted effective research to ABC’s
structure. However, they nevertheless consistently encounter
poor local search capability or sluggish convergence rate.
To mitigate these shortcomings, we propose an improved
ABC that includes observed subgroups (OSABC). In this
study, each food source had its own subgroup, whose size
is based on how well regarded the food source is in the
population. Based on the food sources in these subgroups,
new movement equation is devised. Moreover, we combine
the ranking-based selection mechanism and the fitness-based
selection probability to alleviate the problem of high selec-
tion pressure at the later stage of the algorithm.

The contents of the article are arranged as follows: ABC’s
related works is reported in Section I. The basic ABC is given
in Section II. Section III expresses the details of OSABC.
The results and analysis of experiments on benchmark func-
tions and WSN coverage optimization problem are shown in
Section IV. Section V describes our conclusion and future
work.

II. BASIC ABC ALGORITHM

Each food source is a D-dimensional vector in ABC that
symbolizes a feasible solution to the problem. X represents
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the entire population with N individuals. Eq. (1) initializes
the population:

xij = lbj + rand() ∗ (ubj − lbj), (1)

where i = 1, 2, · · · , N , j ∈ {1, 2, · · · , D}; rand() is a
random number at [0,1]; lb and ub represent the feasible
space’s lower and the upper bounds, respectively. So the
initialization population X is the following matrix:

X =


x11, x12, · · · , x1D
x21, x22, · · · , x2D

...
...

...
...

xN1, xN2, · · · , xND

 .
ABC has three types of bee, i.e. employed bee, onlooker

bee and scout bee. And the quantity of employed bees or
onlooker bees is N . During the employed bee phase, the bee
uses Eq. (2) to search a candidate food source vi around the
i-th food source:

vij = xij + ϕij ∗ (xij − xnj), (2)

where xn is a random neighbour from {1, 2, · · · , N} and
n 6= i; j is an arbitrary dimension from [1, D]; ϕij is a
random number between -1 and 1. Note that the bee just
do an one-dimensional search in Eq. (2). The greedy rule is
applied to update the new food source:

xi =

{
vi, if f(vi) < f(xi),

xi, if f(vi) > f(xi),
(3)

where f(xi) is the objective function value of xi.
Subsequently, the selection probability is calculated as

follows:

Pi =
fitnessi∑N
i=1 fitnessi

, (4)

where fitnessi means the fitness value of xi, and its specific
expression is :

fitnessi =

{
1

1+f(xi)
, if f(xi) ≥ 0,

1 + |f(xi)|, else.
(5)

Followed by the employed bee phase, the bee chooses
the food sources by Eq. (4). And the employed bee and the
onlooker bee search in the same way. From (4) and (5), it is
clearly seen that the chance of a food source being selected
as a high-quality solution rises as the food source’s function
value decreases for minimization problem.

In the above two phases, each food source is given a
counter trial. If the i-th food source is successfully im-
proved, its counter triali would increase by 1; or triali will
be set to 0:

triali =

{
triali + 1, if f(vi) > f(xi),

0, else.
(6)

In the final phase, when a food source’s counter value is
more than the preset parameter limits, it will be considered
an abandoned food source. At this time, the scout bee will
use Eq. (1) to produce a new solution instead of the old one,
and the corresponding counter will be reset to 0.

III. ABC WITH OBSERVED SUBGROUPS (OSABC)

Bee searches around food source while learning from a
random population neighbor, which is obviously beneficial
for exploration. However, the location of the food source
searched for has a significant impact on the quality of the
produced candidate. Therefore, to enhance the algorithm’s
local search capability, each food source has a observed sub-
group which is composed of the solutions that are nearest to
it in this paper. A new update equation is then devised based
on the food source in the subgroup. Additionally, the fitness-
based selection probability is combined with the ranking-
based selection mechanism to alleviate the shortcomings that
high selection press at the late phase of ABC.

A. Search equation based on observed subgroups

The shortcoming of Eq. (2) is that it has weak local search
capability. To alleviate this situation, global best-guided
strategy and best neighbour-guided strategy are proposed in
[13, 15], respectively. However, the best information would
easily trap the algorithm into a local optimum, resulting
in premature phenomenon. Therefore, searching around a
suitable target is very beneficial to the algorithm.

Considering that, we design a new solution update strategy,
named observed subgroups-guided update strategy, whose
search object is selected from the corresponding subgroup:

vij = xikj + ϕij ∗ (xikj − xnj), (7)

where xik is a random food source in the i-th food source’s
subgroup. The composition of the observed subgroup is
described below:

Algorithm 1. Construction of observed subgroup
01. Obtain ranking Ranki by ascending order based on

f(xi), i = 1, 2, · · · , N .
02. Calculate subgroup size Ki based on Ranki:

Ki = Ranki ∗ PRi; PRi =
Ranki
N

. (8)

03. Calculate the observed distance between xi and xj :

Disij = ||xi − xj ||2, i, j ∈ {1, 2, · · · , N}, i 6= j. (9)

04. Get As Disi by sorting Disi in ascending order.
05. Construct i’s subgroup (SubGi) from the first Ki

food sources in As Disi, i = 1, 2, · · · , N .
From the above, PRi represents the ranking probability

of xi; As Disi is the a distance vector between xi and
others. Obviously, the number of subgroup of each food
source (Ki) is determined by its current ranking (Ranki). In
other words, the size of a food source’s subgroup decreases
with increasing food source quality. This ensures that bees
search around high quality food sources. In addition, there is
a chance to generate good candidate solutions by substituting
inadequate food sources with superior food source locations.

B. Improved selection probability mechanism

Roulette is a crucial component of ABC that determines
the efficiency of the search of the onlooker bees. The fitness-
based selection probability would highlight the advantage
of high quality food sources when the population is dis-
persed. But at the later iterations, the differences between
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the majority of the food sources become increasingly very
small, placing significant pressure on the follower bees to
select high-quality food sources. To alleviate this situation, a
selection probability based on ranking was designed in [19].
Although it can handle the problem of high selection pressure
in algorithmic later running process very well, it somewhat
muddies the distinction between sites for good and bad food
sources in the early stage.

Based on the above analysis, we introduce an improved
selection probability (ImP ) by combining the ranking-based
selection mechanism and the fitness value-based selection
probability:

ImPi = λ ∗ Pri + (1− λ) ∗ Pfi, (10)

λ =
FEs

MaxFEs
,

where Pfi represent the fitness-based probability, and Pri
is the ranking-based probability detailed in [19]; FEs is
the number of function evaluations, and MaxFEs is the
maximum number of function evaluations.

As can be observed, the fitness value primarily highlights
the dominance of high-quality food sources throughout the
algorithm’s early phase. With iterative runs, ranking-based
probability is prioritized higher, which can reduce the se-
lection pressure of the onlooker bee. This achieves a higher
chance of quality food sources being selected throughout the
algorithmic phase to produce better candidate solutions.

Furthermore, the pseudo-code of our approach (OSABC)
is shown below:

Algorithm 2. OSABC
01. Initialize population X and set the maximum

stagnation condition MaxFEs.
02. Compute f(xi) and finessi, i = 1, · · · , N ,

and set FEs = N .
03. While FEs < MaxFEs do
04. Perform Algorithm 1.
05. For i = 1 to N do /∗ Employed bee phase
06. Choose randomly xn from X

and neighbour xk from SubGi.
07. Generate vi by Eq. (7).
08. Update xi and fitnessi by Eq. (3) and (4).
09. Update triali by Eq. (6).
10. FEs = FEs+ 1.
11. End for
12. Calculate the selection probability ImP by Eq. (10).
13. Perform Algorithm 1.
14. For i = 1 to N do /∗ Onlooker bee phase
15. If rand() < ImPi do
16. search the candidate by 06 – 10.
17. End If
18. End for
19. If triali > limits do /∗ Scout bee phase
20. Generate a new food source by Eq. (1).
21. Update fitnessi and triali by Eq. (4) and (6).
22. FEs = FEs+ 1.
23. End If
24. End While
25. Return final global best solution.

IV. EXPERIMENTS ANALYSIS

The effectiveness of our approach is verified on different
type of functions [23, 24] and wireless sensor network
(WSN) coverage optimization problem [25] by a comparative
analysis with well-known algorithms such as ABC, AABC,
MABC, NABC. Additionally, Table I gives the details of
benchmark functions. The parameters in the algorithms are
used as suggested in the original literature. In AABC, ∆ = 1.
And the neighbor size is set to 5 in NABC. To be fair, all
of the experiments are written in Matlab R2020b and run on
a PC with 11-th Gen Intel (R) Core (TM) i5-11320H CPU,
16 GB memory, Windows 11.

Two main experiments are included in the following sub-
section: (A) numerical experiments on benchmark functions
and their shifted versions; (B) application in solving WSN
coverage problem. The basic parameter settings in (A) are
N = 50, D = 30, 50, MaxFEs = 150000, limits =
0.5 ∗ N ∗ D. In order to avoid structural differences across
algorithms, the stagnant iteration criterion MaxIter = 500,
N = 50, limits = 0.5 ∗N ∗D is used in (B).

A. Numerical experiments on benchmark functions and their
shifted versions

This subsection describes the comparative results of five
algorithms on the benchmark functions. And their results
are listed in Tables II and III. The MEAN and STD are
mean value and standard deviation obtained by running
these functions 30 times independently for each algorithm.
Furthermore, Figures 1 and 2 clearly depict the convergence
curves of these algorithms.

For these functions, all algorithms exhibit better optimiza-
tion capability as compared to ABC except for f11. With
the problem dimension rises from 30 to 50, all algorithms’
efficiency in solving for majority of the functions drops dras-
tically. It is evident that under fixed termination condition, the
performance of these algorithms decreases as the dimension
increases.

The performance of AABC is inferior to OSABC but
superior to other algorithms. From the table, MABC and
NABC have the same search ability. Besides, AABC and
MABC can find the optimal value on f6 no matter how
the dimensions change. In the case of D = 30, OSABC
achieves the same results as its competitors for f6, f7, f9,
f10, f11 and f12, but the STD demonstrates OSABC has
better stability. OSABC has superior solution accuracy over
other algorithms on f1, f3, f8, f9, f10 with D = 50.
Unfortunately, MABC and NABC are always superior to our
approach on f2. Moreover, the convergence curve on most
functions suggest that OSABC has faster convergence than
other algorithms. In summary, the proposed algorithm has
better solving efficiency and faster convergence speed.

Furthermore, we make a test on the shifted versions of
these functions with D = 50 to validate the algorithm’s
ability to handle the centre-bias challenge. These problems
in TABLE I implements a shift f(x − o) (o is a preset
D-vector). In other words, the optimal value is o rather
than x∗. The results of these functions are recorded in the
TABLE IV. For U-functions, the shifted operation does not
have a significant impact on the algorithms’ handling of the
problems. But for M-functions, especially for f7, f11, f12,
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TABLE I: Benchmark test functions

Test functions Range f(x∗) Type

f1 =
D∑
i=1

x2i [−100, 100]D 0 U

f2 =
D∑
i=1
|xi|i+1 [−1, 1]D 0 U

f3 =
D∑
i=1
|xi|+

D∏
i=1
|xi| [−10, 10]D 0 U

f4 =
D∑
i=1

ix4i + random[0, 1] [−1.28, 1.28]D 0 U

f5 =
D−1∑
i=1

[100(xi+1 − xi)2 + (xi − 1)2] [−5, 5]D 0 U

f6 =
D∑
i=1

(x2i − 10 cos(2πxi) + 10) [−5.12, 5.12]D 0 M

f7 = −
D∑
i=1

xi sin(
√
|xi|) [−500, 500]D −418.98 ∗D M

f8 = 20 + e− 20 exp(−0.2 ∗
√∑D

i=1 x
2
i /D)− exp(

D∑
i=1

cos(2πxi)/D) [−32, 32]D 0 M

f9 = π
D
{10 sin2(πy1) +

D−1∑
i=1

(yi − 1)2[1 + 10 sin2(πyi+1]

+ (yn − 1)2}+
D∑
i=1

u(xi, 10, 100, 4), where yi = 1 + 1
4
(xi + 1)

u(xi, a, k,m) =


k(xi − a)m, xi > a

0, − a ≤ xi ≤ a
k(−xi − a)m, xi < −a

[−50, 50]D 0 M

f10 = 1
10
{sin2(3πx1) +

D−1∑
i=1

(xi − 1)2[1 + sin2(3πxi+1)]

+ (xD − 1)2[1 + sin2(2πxD)]}+
D∑
i=1

u(xi, 5, 100, 4)

u(xi, a, k,m) =


k(xi − a)m, xi > a

0, − a ≤ xi ≤ a
k(−xi − a)m, xi < −a

[−50, 50]D 0 M

f11 = 1
D

D∑
i=1

(x4i − 16x2i + 5xi) [−5, 5]D -78.33 M

f12 = −
D∑
i=1

(sin(xi) sin
20(

ix2i
π

) [0, π]D -D M

* x∗ is the optimal solution; U and M mean unimodal and multimodal functions, respectively.

TABLE II: The results obtained by these algorithms with D = 30

Functions ABC AABC MABC NABC OSABC

f1 MEAN (STD) 1.76E-17 (1.62E-17) 7.28E-41 (8.74E-41) 8.26E-38 (1.02E-37) 2.43E-38 (2.75E-38) 8.21E-48 (7.99E-48)

f2 MEAN (STD) 3.16E-31 (1.25E-30) 7.06E-52 (2.47E-51) 6.52E-65 (3.20E-64) 1.20E-71 (3.53E-71) 1.87E-63 (8.15E-63)

f3 MEAN (STD) 1.21E-10 (5.23E-11) 1.14E-21 (5.68E-22) 3.92E-20 (1.35E-20) 3.71E-20 (1.43E-20) 1.09E-24 (5.51E-25)

f4 MEAN (STD) 6.70E-02 (1.37E-02) 2.82E-02 (7.40E-03) 3.28E-02 (6.37E-03) 1.13E-02 (5.76E-03) 2.80E-02 (6.03E-03)

f5 MEAN (STD) 6.13E-02 (7.12E-02) 1.10E-01 (1.49E-01) 2.73E+00 (4.77E+00) 1.56E+00 (4.59E+00) 1.00E-01 (1.00E-01)

f6 MEAN (STD) 9.59E-15 (1.10E-14) 0.00E+00 (0.00E+00) 0.00E+00 (0.00E+00) 0.00E+00 (0.00E+00) 0.00E+00 (0.00E+00)

f7 MEAN (STD) -1.25E+04 (6.58E+01) -1.26E+04 (3.10E-03) -1.26E+04 (3.10E-04) -1.26E+04 (2.16E+01) -1.26E+04 (1.59E-05)

f8 MEAN (STD) 1.14E-09 (5.04E-10) 3.16E-14 (3.30E-15) 3.23E-14 (3.50E-15) 3.30E-14 (3.55E-15) 3.07E-14 (2.00E-15)

f9 MEAN (STD) 3.08E-19 (6.11E-19) 1.57E-32 (5.57E-48) 1.57E-32 (5.57E-48) 1.57E-32 (5.57E-48) 1.57E-32 (5.57E-48)

f10 MEAN (STD) 1.72E-17 (1.99E-17) 1.35E-32 (5.57E-48) 1.35E-32 (5.57E-48) 1.35E-32 (5.57E-48) 1.35E-32 (5.57E-48)

f11 MEAN (STD) -7.83E+01 (3.99E-14) -7.83E+01 (4.57E-14) -7.83E+01 (4.86E-14) -7.83E+01 (3.93E-14) -7.83E+01 (3.20E-14)

f12 MEAN (STD) -2.94E+01 (5.65E-02) -2.96E+01 (1.01E-02) -2.96E+01 (9.69E-03) -2.96E+01 (1.90E-02) -2.96E+01 (2.30E-03)

these algorithmic performances appears to weaken. This may
be due to the fact that the translation operation increases

the difficulty of searching optimal solution leading to a low
efficient optimisation of the algorithm. Nonetheless, OSABC
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Figure 1: Convergence curves for different algorithms with D = 30

TABLE III: The results obtained by these algorithms with D = 50

Functions ABC AABC MABC NABC OSABC

f1 MEAN (STD) 8.21E-09 (7.10E-09) 2.20E-22 (2.25E-22) 1.55E-20 (1.18E-20) 3.42E-20 (5.09E-20) 6.72E-26 (4.51E-26)

f2 MEAN (STD) 7.10E-21 (1.43E-20) 5.38E-32 (2.74E-31) 6.66E-40 (2.27E-39) 8.65E-44 (1.86E-43) 9.29E-38 (5.07E-37)

f3 MEAN (STD) 2.99E-05 (9.17E-06) 2.93E-12 (9.85E-13) 2.14E-11 (4.87E-12) 9.27E-11 (2.86E-11) 1.08E-13 (3.07E-14)

f4 MEAN (STD) 2.10E-01 (2.94E-02) 9.37E-02 (1.81E-02) 1.22E-01 (2.11E-02) 9.43E-02 (1.74E-02) 1.00E-01 (1.52E-02)

f5 MEAN (STD) 5.83E+00 (9.60E+00) 2.03E+00 (1.37E+00) 1.33E+01 (2.41E+01) 9.50E+00 (1.25E+01) 4.21E+00 (1.41E+01)

f6 MEAN (STD) 8.38E-01 (7.40E-01) 0.00E+00 (0.00E+00) 0.00E+00 (0.00E+00) 1.58E-04 (8.65E-04) 4.59E-04 (2.51E-03)

f7 MEAN (STD) -2.01E+04 (1.39E+02) -2.09E+04 (1.66E-05) -2.09E+04 (5.89E-04) -2.07E+04 (9.30E+01) -2.09E+04 (2.17E-05)

f8 MEAN (STD) 8.95E-05 (3.92E-05) 1.52E-11 (4.60E-12) 1.29E-09 (2.90E-10) 1.95E-10 (4.98E-11) 5.51E-13 (1.36E-13)

f9 MEAN (STD) 3.87E-10 (3.94E-10) 5.86E-25 (4.06E-25) 4.96E-23 (6.35E-23) 5.42E-22 (8.24E-22) 2.74E-28 (2.00E-28)

f10 MEAN (STD) 1.09E-08 (9.51E-09) 5.22E-23 (6.00E-23) 7.84E-22 (4.40E-22) 5.30E-20 (6.75E-20) 1.23E-26 (1.28E-26)

f11 MEAN (STD) -7.83E+01 (2.13E-09) -7.83E+01 (4.05E-14) -7.83E+01 (3.75E-14) -7.83E+01 (3.44E-14) -7.83E+01 (3.00E-14)

f12 MEAN (STD) -4.79E+01 (1.94E-01) -4.96E+01 (2.32E-02) -4.96E+01 (3.50E-02) -4.90E+01(7.79E-02) -4.96E+01 (4.03E-02)

still has optimisation capabilities that are not inferior to
those of its competitors. Figure 3 depicts the box plot of all
algorithms running independently 30 times, which visualizes
the stability of these results.

B. Application in solving WSN coverage problem

Within the Internet of Things domain (IoT), wireless sen-
sor network (WSN) are networks that have several uniform
sensor nodes connected and interacting to exchange informa-
tion. The sensors transmit information about the surroundings
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Figure 2: Convergence curves for different algorithms with D = 50

TABLE IV: The result on the Shifted functions with D = 50

Functions ABC AABC MABC NABC OSABC

f1 MEAN (STD) 1.68E-08 (1.30E-08) 2.81E-22 (2.18E-22) 1.64E-20 (1.92E-20) 6.92E-20 (1.00E-19) 4.62E-26 (2.98E-26)

f2 MEAN (STD) 6.29E-19 (1.72E-18) 3.71E-33 (8.29E-33) 6.47E-49 (1.87E-48) 6.86E-51 (3.24E-50) 2.58E-49 (3.21E-50)

f3 MEAN (STD) 5.97E-05 (2.15E-05) 3.58E-12 (1.11E-12) 2.13E-11 (4.79E-12) 9.94E-11 (2.72E-11) 2.54E-13 (7.10E-14)

f4 MEAN (STD) 1.32E-01 (4.71E-02) 8.95E-02 (1.43E-02) 1.16E-01 (1.85E-02) 1.00E-01 (1.64E-02) 6.96E-02 (1.94E-02)

f5 MEAN (STD) 7.87E+01 (2.98E+01) 7.58E+01 (2.92E+01) 7.42E+01 (3.07E+01) 8.50E+01 (3.49E+01) 7.67E+01 (2.81E+01)

f6 MEAN (STD) 1.25E+00 (9.97E-01) 0.00E+00 (0.00E+00) 1.05E-04 (5.72E-04) 1.05E-04 (5.72E-04) 3.34E-02 (1.82E-01)

f7 MEAN (STD) -3.07E+04 (1.04E+03) -3.08E+04 (1.03E+03) -3.08E+04 (1.03E+03) -3.08E+04 (1.03E+03) -3.08E+04 (1.03E+03)

f8 MEAN (STD) 9.19E-04 (5.06E-04) 6.58E-04 (3.61E-03) 1.80E-02 (9.74E-02) 4.11E-10 (1.82E-10) 1.81E-12 (5.38E-13)

f9 MEAN (STD) 6.69E-04 (1.63E-03) 6.69E-04 (1.63E-03) 6.69E-04 (1.63E-03) 6.69E-04 (1.63E-03) 6.69E-04 (1.63E-03)

f10 MEAN (STD) 1.78E-02 (3.23E-02) 1.78E-02 (3.23E-02) 1.78E-02 (3.23E-02) 1.78E-02 (3.23E-02) 1.78E-02 (3.23E-02)

f11 MEAN (STD) -7.27E+01 (1.50E+00) -7.27E+01 (1.50E+00) -7.27E+01 (1.50E+00) -7.27E+01 (1.50E+00) -7.27E+01 (1.50E+00)

f12 MEAN (STD) -3.60E+01 (2.67E+00) -3.78E+01 (2.91E+00) -3.78E+01 (2.92E+00) -3.74E+01 (2.85E+00) -3.77E+01 (2.89E+00)

and monitor targets using wireless connection. However, the
target area’s detection quality may be negatively impacted
and resources may be wasted if the conventional random
deployment approach results. In recent years, the WSN
coverage optimization challenge has made extensive use of
numerous SIAs [26,27].

1) WSN coverage optimization model: The goal of this
coverage optimization problem is to deploy nodes with
maximum coverage area. Assume that Sno sensor nodes are
randomly deployed on a 2-D target plane with an area of
S = L × W . Let C = {c1, c2, · · · , cSno} be the location
of the sensor node set, and ci’s position coordinates are
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Figure 3: The box plot of experimental results

(xi, yi)(i = 1, 2, · · · , Sno). Additionally, every node has the
same communication radius (Rc) and perception radius (Rp).
Note that Rc = 2∗Rp is to ensure connectivity between senor
nodes.

Suppose the region contains m pixels. A pixel zj(j =
1, 2, · · · ,m) is deemed fully covered if the distance between
it and any node is less than or equal to the perception radius
Rp. Calculating the Euclidean distance is as:

d(ci, zj) =
√

(xi − xj)2 + (yi − yj)2. (11)

The Boolean perception model is used in this model, and
the likelihood that a pixel will be detected is displayed as
follows:

p(ci, zj) =

{
1, if d(ci, zj) < Rp,

0, else.
(12)

In real-world scenarios, many sensor nodes can detect the
same pixel. The following represents the mathematical model
of the joint coverage probability of zj being perceived by the
nodes:

p(C, zj) = 1−
∏
ci∈C

(1− p(ci, zj)). (13)

In summary, the target area’s regional node coverage ratio
is described as:

Pcov =

∑
zj∈Z p(C, zj)

L×W
. (14)

2) Comparative results in WSN coverage problem: To
verify the applicability of our approach, these algorithms
are experimentally compared on WSN coverage optimization
problem. The target region is chosen at L = W = 40 (m) in
a 2-D plane. Every sensor node’s Rp is set to 5 (m), and its
Rc set to 2 ∗Rp (m). Ideally 20.45 sensor nodes are needed
to cover the area of S = 40 ∗ 40 (m2). Thus, we choose 21,
25, and 30 nodes for the test. Note that since each node is
a 2-D coordinate, the dimension in the algorithm is set to
D = 2 ∗ Sno in which the first half of Sno represent x and
the last Sno is y.

Table V lists the results of Best, Worst, Mean and Std
obtained by 20 runs. In terms of Best, OSABC achieves
maximum coverage ratio compared to other algorithms in
different cases. The Mean and Std demonstrates that our
approach has more stable solving capability. For different
Sno, OSABC optimizes to be 1.10%, 0.4% and 0.77% more
efficient than ABC, respectively. The efficiency of AABC,
MABC, NABC varies slightly in different situations by
comparing to ABC. This expresses the competitiveness of
OSABC for practical applications.

To clearly demonstrate OSABC’s superiority, Figure 4
shows the coverage ratio convergence curves. Moreover,
Figure 5 depicts that the senor node coverage area of these
techniques in Sno = 25. Obviously, OSABC has better
convergence curves and more uniform node distribution. So
we concluded that OSABC has the ability to deal with
practical application.
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Table V: Coverage ratio comparison

Algorithms
Best Worst Mean Std

Sno=21 Sno=25 Sno=30 Sno=21 Sno=25 Sno=30 Sno=21 Sno=25 Sno=30 Sno=21 Sno=25 Sno=30

ABC 90.28% 96.23% 98.73% 88.09% 94.50% 97.94% 89.06% 95.29% 98.28% 6.28E-03 4.38E-03 3.42E-03

AABC 90.13% 96.13% 99.00% 87.94% 94.00% 97.69% 89.04% 95.09% 98.41% 4.98E-03 5.30E-03 3.40E-03

MABC 90.50% 96.06% 98.94% 88.75% 94.44% 98.25% 89.35% 95.23% 98.57% 4.87E-03 4.66E-03 1.65E-03

NABC 90.75% 95.13% 98.75% 88.19% 94.13% 97.75% 88.93% 94.65% 98.18% 5.10E-03 3.54E-03 2.61E-03

OSABC 91.38% 96.63% 99.50% 88.88% 94.94% 98.56% 90.11% 95.89% 98.90% 4.60E-03 4.69E-03 2.50E-03

Figure 4: Convergence ratio of different algorithms in Sno = 21, Sno = 25, Sno = 30

V. CONCLUSION

In this paper, we propose an improved ABC version with
observed subgroups (OSABC) to mitigate slow convergence
and weak local search capability of ABC. Firstly, according
to the Euclidean distance between food sources, each food
source has an observed subgroup, whose size is adaptively
changed based on its ranking. A new move equation is
designed by the food source in the subgroup. Secondly, to
alleviate the challenge that high selection press ABC faces,
we design an adaptively selection probability by combing
the ranking-based selection mechanism with the fitness-based
selection probability. Finally, the efficiency of OSABC has
been verified by comparing it with several ABC variants on
12 benchmark functions. Furthermore, the wireless sensor
network (WSN) coverage optimization is as a real-world
problem to test our approach for applicability.

In future work, we want to expand the algorithm to a wider
range of fields and explore more applications of the algorithm
to complex real-world problems.
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