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Abstract— Adaptive learning aims to tailor the learning 

experience, including content, navigation, presentation, and 

strategies, based on learners' cognitive and affective factors. 

However, many existing adaptive learning systems often fail to 

meet the diverse needs and preferences of learners, typically 

relying on unique factors such as learning style. To address 

this, a robust framework is proposed, incorporating an 

artificial intelligence (AI) driven adaptive learning model 

capable of considering multiple factors, including past 

performance, hobbies, and learning style. The approach 

leverages the k-means clustering algorithm to group learners 

with similar leisure interests and incorporates Support Vector 

Regression to predict student performance, utilizing 

demographic data and past performance as metrics. 

Furthermore, the implementation of the Personalized Study 

Guide plugin, based on k-means clustering, enables the system 

to create personalized learning paths tailored to individual 

learning styles. By adopting this approach, the objective is to 

enhance learner engagement and performance through the 

development of a robust adaptive learning system. 

 
Index Terms— Adaptive learning, Artificial intelligence, 

learner engagement, learner performance, Education, Machine 

learning 

I. INTRODUCTION 

N recent years, with the development of digital 

technology and online learning platforms, the sector of 

education has seen a tremendous revolution. Adaptive 

learning, in particular, has experienced remarkable progress. 

These developments have their earliest historical roots in the 

1950s, marking the advent of teaching machines, which set 

the stage for the idea of adaptive learning [1]. The first uses 

of the term "adaptive" to describe the adjusting of difficulty 

to student performance was in the 1950s with a teaching 
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device called SAKI [2]. The second phase was the 

emergence of computer-aided instruction systems based on 

programmed instruction in the 1960's [3], [4]. In the 1980s, 

with the increase of computer capacities and the 

development of sophisticated software, a new trend of 

adaptive systems emerged. This period saw the introduction 

of "Intelligent Tutoring Systems (ITS)," which enable 

automatic adaptation to learners' needs and performance [5]. 

After that, specifically in the 1990s with the advent of the 

internet, another set of adaptive learning systems was 

deployed, namely "Adaptive Hypermedia Systems (AHS)" 

which are a more developed version of Hypertext [6]. Then, 

in conjunction with technological developments, the 

emergence of web technologies, artificial intelligence (AI) 

and machine learning (ML) techniques, as well as the shift 

from constructivism to behaviorism, a new term, adaptive 

learning systems, has developed. This is seen as a further 

phase in the evolution of computer-based instruction [7].  

Learners are not uniform in nature; instead, they manifest 

as unique individuals characterized by diverse origins, 

learning backgrounds, preferences, cognitive styles, and 

affective characteristics [8], [9]. The navigation of these 

heterogeneous characteristics poses a formidable challenge 

for educators. In essence, without appropriate guidance and 

support, educators may encounter difficulties in modifying 

their instructional strategies to accommodate the intricate 

mosaic of individual traits [10]. Conversely, even within the 

realm of available e-learning platforms, students may 

grapple with the task of selecting pertinent material owing 

the vast amount of instructional resources [11]. For this 

reason, it is essential to provide an adaptive learning system 

with sophisticated algorithms capable of providing relevant 

learning material to each student. Additionally, it is critical 

to point out that the current adaptive learning systems tend 

to narrowly focus on a single factor, frequently the learner's 

preferred learning style, while ignoring the multitude of 

other factors that have a significant impact on a learner's 

motivation and performance. This absence leaves a 

significant gap in fully addressing the complex dynamics 

required to produce really successful tailored learning 

experiences. This offers a chance for the creation of 

complete solutions that take into account a variety of factors 

in order to better equip teachers and students in the quest of 

successful, adaptive learning. 

When delineating learner profiles, antecedent academic 

performance, leisure interests, and learning style assume 

crucial functions. An understanding of the abilities and 
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challenges of a student is derived from an examination of 

prior performance and knowledge, affording invaluable 

perspectives. This comprehension facilitates the precise 

customization of support interventions to address specific 

needs [12], [13], [14]. On the other hand, Leisure interests 

serve as a medium through which formal education and 

personal excitement might be connected. This intermediary 

role includes fostering passion, granting decision autonomy, 

encouraging active participation in the learning process, and, 

all at the same time, offering a more accurate and nuanced 

picture of the student's profile [15], [16]. The predominant 

focus of contemporary research endeavors, namely learning 

style, elucidates the optimal cognitive processes through 

which an individual assimilates and retains knowledge [17], 

[18]. Through the acquisition of knowledge and adept 

adjustment of these factors, the dissemination of 

instructional materials is aligned with the discerned needs 

and preferences of the students. 

Data collection methods, like surveys, may be time-

consuming and limited, susceptible to bias, and inflexible for 

dynamic learner needs [19]. To surmount these constraints, 

integrating machine learning techniques is crucial. 

Automation using artificial intelligence enables rapid and 

effective processing of extensive datasets, minimizing biases 

and expanding the scope of insights [20], [21]. Continuous 

refinement ensures machine learning integration enhances 

precision in personalized education, maintaining alignment 

with evolving learner needs [19], [22], [23]. 

This paper aims to answer important research questions 

by pursuing improvements in the AI-based adaptive e-

learning field and addressing the diverse requirements of 

students with sophisticated solutions. Its specific goal is to 

clarify the efficient planning and execution of a multi-factor 

AI-based adaptive learning system that is driven by machine 

learning, with an emphasis on maximizing student 

engagement and educational outcomes. The study also seeks 

to determine how such a system affects students' 

performance. The development of a creative solution 

intended to improve the educational process is guided by 

these questions taken together. The suggested approach 

entails tailoring content delivery to specific students by 

utilizing data on their interests, performance indicators, and 

automatically generated learning style predictions. 

Section 5 further explains the strategy, which employs 

various machine-learning methods to enhance the E-learning 

environment. The process initiates by clustering students 

who share common leisure interests, employing K-means 

clustering—a robust unsupervised learning technique. 

Subsequently, demographics, past performance, and pre-test 

scores are utilized to harness the predictive power of a 

gradient boosting regressor, a supervised learning method, 

for creating a comprehensive performance measure. For 

predicting the unique learning style of every learner, 

artificial neural networks are proposed, representing another 

supervised learning approach. The integration of the 

decision tree algorithm into the methodology enables the 

careful adaptation of educational information based on the 

learning preferences of each individual. Our approach is 

intended to mark the beginning of a new phase in AI-based 

adaptive learning, emphasizing the importance of 

personalization and engagement by incorporating a range of 

ML algorithms. 

The remainder of this article is divided into the following 

sections: Section 2 defines important terms related to 

artificial intelligence, adaptive learning, and learning style, 

while Section 3 provides a detailed examination of the 

Felder-Silverman Learning Style Model (FSLSM), along 

with an explanation of the rationale for selecting this model. 

Moving forward, Section 4 offers a thorough review of the 

related literature. Additionally, Section 5 outlines the 

techniques employed in the strategy. 

II. BACKGROUND 

A. Artificial Intelligence 

Artificial Intelligence (AI) refers to the capacity of 

computers to replicate human behavior and perform tasks 

that typically require human intelligence [24]. The 

overarching objective of this interdisciplinary field is the 

automation of processes currently reliant on human 

intelligence [25]. AI involves the utilization of machines for 

tasks encompassing information perception, synthesis, and 

inference [24], [26]. Such applications extend to domains 

like computer vision, speech recognition, and language 

translation [26]. As per the Oxford English Dictionary, 

artificial intelligence denotes the intelligence manifested by 

machines, distinct from the intelligence exhibited by humans 

and non-human animals. In essence, AI encapsulates the 

ability of machines to execute operations such as 

information perception, synthesis, and inference that 

traditionally demand human intelligence. 

Artificial Intelligence (AI) also presents itself as a flexible 

set of tools with a wide range of educational applications. 

These encompass the development of interactive learning 

assistants (chatbots) for personalized interactions, adaptive 

tutoring systems that respond to individual learning needs, 

and curriculum design and teaching methods influenced by 

data-driven algorithms. This educational paradigm highlights 

the significance of AI in improving learning outcomes, 

transforming teaching methods, and leveraging analytics to 

tailor instruction to each student's unique needs [27], [28]. 

B. Adaptive Learning 

As mentioned in the introduction the adaptation 

mechanism was static, based on the characteristics of the 

learner determined at the time of the first access to the 

system [29]. On the contrary, today with the emergence of 

AI techniques, E-learning, real-time data mining and 

analysis algorithms, this mechanism has become dynamic, 

realized during the learning process, based not only on 

dialogues, questionnaires or parameters but also on the 

learner-system interaction, in order to deduce two major 

aspects: cognitive status and affective status [30], [31]. 

Adaptive learning can be interpreted in various ways, as 

detailed in the following table (See Table I). 
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TABLE I 

ADAPTIVE LEARNING DEFINITIONS 

Perspective Ref. Definition 

Research topic [32] Adaptive learning is a research 

topic dedicated to providing 

individualized learning 

experiences tailored to cater to 

the distinct needs of each 

learner. 

Approach [19], [33] Adaptive learning is an 

approach that prioritizes 

individual student abilities and 

needs, integrating information 

and pedagogical technologies 

to facilitate interactive and 

productive learning activities 

through new technologies. 

Educational 

technology 

[32] Researchers concur that 

adaptive learning, an 

educational technology, holds 

promise for enhancing learner 

experiences, improving access, 

and elevating the quality of 

higher education. It emphasizes 

delivering personalized 

learning experiences tailored to 

meet each learner's unique 

needs. 

Developed system [34], 

[35], [36] 

Rather than being a technology 

or method, adaptive learning is 

a developed system that seeks 

to determine the most adaptive 

learning experience by 

adjusting for a range of 

individual factors, including 

gender, learning motivation, 

cognitive type, and learning 

style. 

   

 

Furthermore, it should be noted that, as noted in [7], 

various categories of adaptation have been delineated by 

researchers like Paramythis and Loidl Reisinger [37], 

Brusilovsky [38], and Stoyanov & Kirschner [39], including: 

 
TABLE II 

ADAPTATION CATEGORIES 

Adaptation 

categories 
Ref. Definition 

Adaptive 

interaction 

[37] Aim to improve the user 

experience by facilitating his 

interactions with the system. 

Content discovery 

and assembly 

[37] This form is concerned with 

how adaptive techniques could 

be used to synthesize content 

from various sources. 

Adaptive 

collaboration 

support 

[37] Focuses on integrating the 

social dimension in an adaptive 

way into learning processes. 

Adaptive 

assessment 

[40] Adaptive assessment means 

delivering questions or 

problems that are tailored to the 

learner’s current knowledge. 

Adaptive 

problem-solving 

support 

[40] The purpose of this adaptation 

is to help the learner with 

immediate advice based on a 

knowledge base. 

Adaptive course 

delivery 

[37] Refers to adapting courses to 

the individual characteristics of 

the learner. 

 

C. Learner Performance 

According to [41], "Learner performance" pertains to the 

augmentation of a learner's knowledge and abilities resulting 

from their engagement in educational activities. In essence, 

learner performance can be seen as an indicator of the 

outcome, either successful or unsuccessful, achieved during 

the learning process [42]. In the context of education, it is 

crucial to comprehend the intricate relationship between 

prior performance and future performance. As highlighted in 

[43], prior performance often serves as a valuable resource 

for supervisors, guiding their expectations when assessing 

current performance. Furthermore, an extensive body of 

research in school districts consistently underscores the 

significance of past performance as the most reliable 

predictor of future performance [44]. For instance, in the 

study discussed [45], the authors observed a notable 

correlation between performance on previous standardized 

tests and both performance expectations and current 

performance levels. The authors of [46] continue by stating 

that the knowledge tracing methodologies essentially 

presuppose that the learner's past performance can aid in 

anticipating their future performance. In this context, past 

performance serves as a crucial yardstick for assessing the 

learner's prior successes and potential for development. In 

[47], a prior performance based strategy was put out for 

customizing multimedia environments to learners by 

providing an adaptive guiding mechanism and customized 

suggestion. In [48], the authors extracted the learner's 

competence from their past performance and then provided 

customized feedback. In the paper [49], an algorithm was 

employed to utilize a learner's previous performance data for 

the purpose of determining the appropriate difficulty level 

for forthcoming texts. The results of this study [50] 

underscore that prior knowledge/performance stand out as 

the most influential indicators of success in MOOCs. It is 

evident that through the assessment and utilization of 

historical data, adaptive learning systems can tailor their 

strategies to address knowledge deficiencies, fortify existing 

competencies, and ultimately guide learners towards 

improved future performance. How can machine-learning 

techniques be effectively utilized to predict learner 

performance? Moreover, what kind of data should be 

employed for this purpose? In [51], the performance of 

learners was predicted using their log data and a Deep 

Neural Network (DNN). The model's main goal was to 

improve learners' knowledge by delivering personalized 

online tests. In [12], student academic performance was 

predicted using supervised learning techniques, considering 

student grades, demographic, social, and school-related 

features. Three specific supervised learning algorithms, 

namely J48, NNge, and MLP, were applied. The outcomes 

revealed that J48 outperformed the others, attaining the 

highest accuracy of 95.78% [52]. Using students' online 

behavior [53], this study successfully employed a multiple 

regression model to predict their academic performance. In 

[54], social status's impact on learners' training was used to 

predict performance. Four classifiers (oneR, MLP, J48, and 

IB1) were applied to the data, with IB1 achieving the highest 

accuracy at 82%. In [55], a small student academic dataset 
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was analyzed with three decision tree methods (Reptree, J48, 

M5P), with Reptree achieving over 90% accuracy. In [18], 

authors examined at socio-demographic (education, 

employment, gender, status, handicap, etc.) and course 

attributes (course program, course block, etc.) data to 

investigate early student success prediction using machine 

learning. This study [56] used a variety of classifiers (Model 

Tree, NN, Linear Regression, Locally Weighted Linear 

Regression, and Support Vector Machine) to predict student 

performance based on student demographic information, e-

learning system logs, academic records, and admission 

information. The low mean absolute error (MAE) of the 

model tree predictor was particularly noteworthy. Naive 

Bayes (NB), Decision Tree (DT), and Multilayer Perceptron 

(MLP) prove to be proficient algorithms in forecasting 

student performance as well [57]. Ahmed et al.'s study [58] 

employed demographic data from 399 students and three 

classifiers (Decision Tree, Rule-based, and Naive Bayes) to 

predict student performance. The findings highlight the rule-

based classifier as the top performer, achieving an accuracy 

of 71.3%. For the purpose of identifying at-risk student, a 

dataset comprising 32,593 student records with demographic 

and system interaction data was used in [58]. According to 

the author in [59], academic success is highly influenced by 

demographic data in addition to academic considerations. 

For more precise estimates of student success, they advise 

combining non-academic factors with academic ones. This 

study [60] intends to improve the analysis of academic 

performance by merging prior outcomes with student 

characteristics including age, demographics, review attitude, 

and family history. For this reason, a variety of machine 

learning algorithms were used to the advantage of academic 

instructors looking for performance enhancement 

techniques. The authors in [61] used a feature set that 

included demographic, pre-college admission, and transcript 

data for dropout detection based on performance prediction. 

For categorization, they used the Logistic Regression (LG), 

RF, and KNN algorithms, with LG attaining the highest 

accuracy. 

In summary, these studies highlight how crucial prior 

performance and past data in predicting future learner 

performance. They underscore that past academic 

achievements, demographic information, and historical 

behavioral data serve as vital indicators for assessing and 

forecasting student success. Machine learning techniques, 

including decision trees, regression models, and neural 

networks, have proven effective in this regard. These 

approaches enable adaptive learning systems to better 

understand students' potential and personalize learning 

experiences, driving learners toward improved performance. 

The choice of data, which includes demographic, academic, 

and behavioral information, plays a critical role in the 

accuracy of these predictions, underscoring the value of a 

holistic approach to learner assessment and support. 

D. Learner engagement 

Learner engagement, a multifaceted concept pivotal to 

effective education, holds a central position in academia and 

has garnered growing attention and scrutiny [62]. Drawing 

from numerous studies, learner engagement is characterized 

by active participation across behavioral, emotional, and 

cognitive dimensions of learning, resulting in heightened 

achievement and satisfaction [63], [64]. In the context of 

learning, distinguishing between engagement and motivation 

is crucial. While motivation propels the desire to participate 

in learning activities, engagement encompasses active 

involvement in tasks and interaction with the learning 

environment [65], [66], [67]. 

The construct of learner engagement is a 

multidimensional concept, often delineated into several key 

dimensions. Among these, behavioral engagement is readily 

observable through students' active participation in 

classroom activities and their enthusiastic involvement in 

learning tasks. Affective engagement encompasses a 

spectrum of emotions experienced by students during the 

learning process, ranging from happiness and interest to 

boredom and anxiety. Additionally, cognitive engagement 

reflects the mental effort exerted by students as they 

critically reflect on their learning strategies and engage in 

deep processing of course material. Moreover, social 

engagement has emerged as a crucial dimension, 

emphasizing the significance of interpersonal interactions 

and collaborative learning experiences within the academic 

community. Together, these dimensions contribute to a 

comprehensive understanding of learner engagement and its 

impact on academic success [62], [68], [69]. 

E. Learning Style 

Learning style can be defined as the manner in which a 

learner perceives, engages with, and responds to their 

learning environment [70], encompassing their preferred 

approach to absorbing, processing, and retaining knowledge, 

and involving the strategies they employ to meet the 

demands of their learning context [13], [71]. Learning style 

also represents a facet of an individual's personality that 

influences how they acquire knowledge and their preferences 

for various learning approaches [72], [73], [74], [75]. It 

encompasses a unique learning preference in each person, 

characterized as a combination of cognitive, emotional, and 

psychological factors, according to Keefe's definition, which 

is widely accepted by major theorists [70], [74], [75]. 

Each learner has distinctive psychological characteristics, 

thus, it is critical to employ learning style models (LSMs) as 

markers to determine their preferred learning strategies and 

resources. There are several LSMs available, including, 

Kolb [76], Honey and Mumford [77], Felder and Silverman 

[78], VARK [79], Dunn [80], Pask [81], Gregorc [82] etc. In 

the study, the Felder and Silverman's model (FSLSM) was 

selected based on its widespread adoption in education and 

popularity in adaptive learning systems, owing to its 

straightforward implementation [10]. Unlike models 

assuming fixed learning styles, FSLSM acknowledges that 

learners' preferences and behaviors can change, which suits 

the dynamics of online learning environments [83], [84]. 

FSLSM utilizes the Index of Learning Styles (ILS), an 

online questionnaire, to categorize learning styles into four 

dimensions: Active/Reflective, Visual/Verbal, 

Sequential/Global, and Sensing/Intuitive. Active learners 

prefer hands-on group work, while reflective learners choose 

solitary or familiar partner work. Visual learners favor visual 

IAENG International Journal of Computer Science

Volume 51, Issue 9, September 2024, Pages 1250-1271

 
______________________________________________________________________________________ 



 

aids, while verbal learners prefer written and spoken 

explanations. Sequential learners thrive on step-by-step 

learning, while global learners prefer holistic thinking. 

Sensing learners focus on concrete thinking, while intuitive 

learners lean toward conceptual and innovative thinking 

[78]. 

Following the examination of well-known learning style 

models, let us turn the focus to the detection technique, a 

crucial component in creating learning style-based adaptive 

learning systems. Two methods for identifying learning 

styles exist: traditional static and automated. Traditional 

methods rely on explicit questionnaires (e.g., ILS, LSQ, K-

LSI), assuming fixed learning styles, making them less 

effective due to subjectivity and inattentiveness [83]. 

According to the comparison made by [19], traditional 

approaches for evaluating learning styles may be prone to 

subjectivity, response biases, and memory limits, which may 

result in mistakes. Additionally, they could find it difficult to 

completely understand each learner's preferences and 

complexity [85]. Furthermore, when used with large student 

populations, these techniques can be time- and resource-

consuming. In contrast, automated methods overcome these 

limitations using technologies like data mining, AI, and 

sensors [86]. They analyze log files, use clustering (e.g., 

fuzzy c-means), and learning objects to choose an 

appropriate learning style [83]. AI techniques, including 

rule-based and data-driven models, predict learning styles 

effectively. In addition, they enhance accuracy through real-

time data collection and analysis. They provide precision, 

adaptability, and scalability while continually monitoring a 

large number of learners [19]. Eye-tracking measures eye 

movements in real-time to determine preferences, enhancing 

attentiveness during learning [86]. 

Several studies have employed an AI-based automated 

method to determine learning styles. For instance, in this 

work, learning styles were identified using a variety of AI 

classification algorithms, including Naive Bayes, logistic 

regression, conjunctive rule, and the J48 decision tree. With 

a success rate of 87.42%, the J48 decision tree had the best 

overall accuracy [87]. In a separate experiment, the authors 

used gradient-enhanced decision trees for automatic learning 

style detection, yielding an accuracy of 84.95% [88]. For In 

this study [84], learner session sequences were classified 

into eight FSLSM classes using the Gravity Search based 

Back Propagation Neural Network (GSBPNN) algorithm. 

The results indicate that GSBPNN achieved 95.93% 

accuracy with 200 iterations, with increasing iterations 

improving accuracy but increasing execution time. To offer 

personalized content in a smart learning environment, an 

ANN-based learning agent was created. It classifies learning 

styles based on metacognitive skills and FSLSM. This 

approach fills a gap left by decision tree algorithms, which 

struggle with dynamic style detection using real-time data 

[89]. By integrating the Naive Bayesian approach for 

learning style recognition with a modified K-Means 

algorithm to create cluster labels from each test data set, this 

research [90] established an autonomous learning style 

detection model. This study [91] employed various AI 

algorithms, including Random Forest, Naïve Bayes, Logistic 

Regression, K-nearest neighbor, and Linear discriminant 

analysis, for automated learning style detection. In [92], 30 

fuzzy rules classified learning styles based on the 

Active/Reflective dimension of the FSLSM using data from 

both offline (age, education, area of interest, and hobby) and 

online (mouse movement, time spent, scroll distance, and 

number of visits). In [93], machine learning and web usage 

mining were combined to automatically identify a learner's 

preferred learning style from their online learning platform 

log file behavior. 

Overall, incorporating learning styles as a factor in 

adaptive learning systems offers a personalized and effective 

approach to education. Understanding how each learner 

perceives, processes, and retains knowledge allows for 

tailored learning experiences. Leveraging AI-driven methods 

for learning style detection enhances precision and 

adaptability, ensuring that educational content aligns with 

individual preferences. By accommodating these 

preferences, adaptive systems can optimize engagement and 

learning outcomes, making learning more efficient and 

enjoyable for students. This highlights the compelling 

reasons to integrate this factor into the next system. 

F. Leisure Interests 

As previously stated in the introduction, adaptive learning 

systems have made notable advancements in tailoring 

education to suit the specific requirements of individual 

students. Although these systems often concentrate on 

learning styles, academic performance, and knowledge 

levels, it is also necessary to take into account students' 

leisure interests as a crucial component in fostering 

engagement, motivation, and successful learning outcomes 

[15], [16]. 

The term interest can be defined as a predisposition or 

habitual tendency of an individual to attend to and engage 

with a specific category of objects, persons, or events [94]. 

Interest is a motivating factor associated with a particular 

piece of material that includes both value-related and 

intrinsic factors. Numerous studies stress the importance of 

interest in text comprehension depth, the use of learning 

strategies, and the emotional impact of the learning process 

[95]. 

Learner leisure interests refer to the hobbies, activities, 

and areas of personal enjoyment and recreation (e.g. Sports, 

Computer games, Computer science, Music etc.) that 

individuals engage in when they are not working [96], [97]. 

Incorporating leisure interests into education offers 

numerous benefits. Aligning educational content with 

students' hobbies and interests boosts motivation, resulting 

in sustained engagement [98], [99]. This prolonged 

engagement is particularly valuable, as students who derive 

enjoyment from learning are inclined to remain active on 

educational platforms [100]. 

In summary, while adaptive learning systems have greatly 

improved personalized education, it is vital to also consider 

students' leisure interests alongside factors like learning 

styles and academic performance. Learner leisure interests 

encompass personal hobbies and activities individuals 

engage in outside formal learning. Integrating these interests 

into education provides substantial benefits, enhancing 

motivation and ensuring continued engagement. 
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G. AI-Enabled Adaptive Learning Systems (AI-Enabled 

ALS) 

Kabudi claims that various data analysis and AI 

techniques have been applied to create systems that adapt to 

student preferences and learning styles [48]. This 

interventions, often referred to as AI-enabled ALS, tries to 

offer answers to the problems that students encounter, 

including the usage of antiquated adaptive technologies, 

learner disengagement, poor motivation, and others [101]. 

X. Wan claims that AI-enabled adaptive systems begin by 

analyzing mega data that represents the learner's cognitive 

and affective status and use this information to train models 

based on artificial intelligence algorithms to 

predict/recommend personalized learning content, different 

learning paths, and successful learning strategies [102]. AI-

enabled ALS is not always a standalone system; it is often 

integrated into a Learning Management System (LMS) to 

enhance content navigation and sequencing. These modules 

also offer answer correction with explanations, access to 

online knowledge resources, and multilingual learning 

services [103], [104]. 

The utilization of adaptive learning systems, as 

highlighted in numerous studies, offers several benefits. 

Foremost among these is the provision of tailored learning 

experiences, matching individual preferences and learning 

styles regarding material, complexity, and user interface. 

They bring advantages like faster learning, improved 

outcomes, and addressing cognitive overload and navigation 

challenges [105]. Adaptive learning systems, as discussed in 

[106], efficiently manage display levels of different 

educational pages according to unique learner 

characteristics. They also group learners with comparable 

traits to facilitate collaborative learning, as highlighted in 

[107]. These systems also offer valuable benefits to teachers, 

enabling diverse teaching methods, easy identification of 

learning styles, and efficient content analysis to address 

student difficulties [7]. 

However, despite the extensive discussion of AI-based 

adaptive learning systems in the literature, their real-world 

implementation has been limited, with few practical 

applications identified [108]. This challenge arises from the 

complexity of implementing such systems [109], [110]. 

While various techniques and technologies, including AI, 

have been employed to facilitate the adaptation of learning 

systems to learners' strategies and personal traits, there has 

been limited effort to tailor these systems to learners' skills 

and abilities [109], [111], [112]. Designing these systems is 

critical, as improper identification of background, prior 

knowledge, and learning style can lead to challenging issues. 

Designers must particularly pay attention to courses 

necessitating practical or technical expertise as prerequisites 

[111]. Key questions to consider in this phase include: What 

information is required to establish an effective user model 

and how should it be gathered? Is allowing learners to 

choose their preferred learning method effective? Should 

adaptation be confined to presentation mode or extend to the 

system's appearance? [7]. The literature also highlights the 

necessity of a comprehensive system accommodating all 

possible adjustments for individual learner unique needs and 

requirements [113], [114]. 

To tackle the challenges outlined above, it becomes 

evident that a well-structured and comprehensive system 

architecture is imperative. This architecture must account for 

diverse learner needs, including learning styles, prior 

knowledge/performance, and content complexity. It must 

adapt the presentation modes and appearance of the system, 

according to the interests of the learners. Incorporating AI 

and machine learning is essential to capture learners' 

evolving skills. A robust architecture is the foundation for 

adaptive learning systems, enhancing individualized 

education outcomes.  

In the subsequent section, studies employing AI-driven 

adaptive learning systems will be explored, with an 

examination of their limitations. 

III. RELATED WORK 

The design and implementation of AI-based adaptive 

learning system architectures have been the subject of 

several case studies. This section will highlight the relevant 

work that addressed this topic in terms of technologies and 

factors taken into consideration. 

This study suggests an adaptive learning system design 

that is tailored to the learner's learning style and is meant to 

support students as they advance in their online education. 

This architecture attempts to deliver educational content that 

is customized to learners' learning preferences using a 

learning path analysis algorithm based on time-series 

learning history data. As can be deducted, this architecture 

adopts a unique statically identified factor [115]. 

With the help of Intelligent Blackboard Agents and 

Object Petri Nets, this study [116] presents an adaptive 

multi-agent E-learning system architecture that aims to give 

learners the flexibility to adjust to their preferences in the 

online learning environment. This system contain the crucial 

agents that give the Learner and the creator of educational 

content the key functionalities, and they provide the services 

that the Human Agent needs in order to interact with the 

system, govern communication, and mediate it. In other 

words, the adaptation process in this solution incorporates 

intelligent agents that gather and analyze evaluation results 

and information about the learning process to make 

decisions about adaptation and sequencing of the content. A 

limitation of using Intelligent Blackboard Agents and Object 

Petri Nets in adaptive e-learning systems is the potential 

complexity and resource-intensiveness of these technologies, 

which can make implementation and maintenance 

challenging for educational institutions with limited 

resources. 

Another study conducted in 2020 proposed a system 

architectural design of an adaptive virtual learning 

environment. This system uses the J48 decision tree 

algorithm to identify students' learning styles and then tailor 

course content and user interfaces to them based on data 

mining findings of learner behavioral attributes [117]. 

This study also makes use of one factor, learning style, to 

give the most appropriate learning materials in an online 

course made with the Moodle Learning Management 

System. Using decision trees, one of the most effective and 
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extensively used classifier algorithms, learning styles were 

identified. The system architecture that was suggested in this 

research was divided into four phases: WebLog (behavior) 

detection, data processing, decision tree classification based 

on Felder Silverman Learning Style Model (FSLSM), and 

learning style acquisition [118]. 

The authors of this study [119] propose a system 

architecture that adopts a hybrid dynamic user model. The 

term "hybrid" refers to the static and dynamic modeling 

modules that aim to detect learner behaviors and knowledge. 

This system considers three variables. Prior knowledge and 

objective statement are recognized using the static modeling 

module, and the knowledge progression calculation is 

identified through the dynamic modeling module. The 

learning style is first detected statically and then 

dynamically. The authors recommend using the J48 decision 

to identify learning styles based on FSLSM. 

In [120], researchers developed a web-based adaptive 

learning system based on students' cognitive styles. They 

used a neural network to identify cognitive styles through 

online browsing behavior and adapted learning content 

accordingly. Testing the system with computer science 

students, it accurately identified cognitive styles and 

improved learning engagement. However, the study had two 

limitations: the need to compare different methods for 

determining learning styles and the exclusive focus on 

engagement, neglecting other metrics like performance. 

The author discusses creating an adaptive e-learning 

model implemented in Moodle LMS, adapting content, 

format, and pedagogy based on a micro-adaptive approach 

considering prior knowledge and learning styles. It combines 

static (questionnaire) and dynamic (real-time monitoring) 

personalization techniques. Three core elements include the 

adaptation module (choosing personalized courses based on 

learner style), student model (tailoring interactions to student 

characteristics), and expert system (making 

recommendations and decisions using data analysis) [121]. 

This adaptive learning system assesses learners' skills 

through a test, offering personalized content based on their 

performance. It employs algorithms like Personalized Page 

Ranking to optimize page importance and Navies Bayes 

classification to categorize learners into high, medium, and 

low skill levels. While it improves learner classification and 

material adaptation, it lacks an automated AI-based expert 

system for questionnaire selection and performance 

prediction, presenting limitations [122]. 

This study [31] introduces an adaptive learning system 

that considers both cognitive and affective states of learners. 

Using an expert system with fuzzy inference, it selects 

appropriate learning materials for each student based on 

factors like material version, learning level (cognitive 

performance), and emotional readiness (affective 

performance). 

In [22], a hybrid item response theory and regression tree 

approach addresses the cold start problem in adaptive 

learning. It uses existing learner data and responses, 

alongside background variables, to estimate abilities and 

missing data. The trained model predicts the abilities of new 

learners based on their background information. However, 

practical applicability is limited, and dataset sizes are small. 

In [123], the Learning Intelligent System (LIS) predicts 

failure risk using a model trained with four machine-learning 

algorithms (Naive Bayes, Decision Tree, K-Nearest 

Neighbors, and Support Vector Machine). When at-risk 

learners are identified, it provides data to teachers through a 

dashboard and offers personalized feedback with 

recommendations. Future goals involve refining the system 

for skill-based recommendations, faster feedback, and 

dropout prediction to improve engagement and course 

completion. 

This study [124] uses the "SPOnto" ontology in the "Class 

Quiz" adaptive learning system to model learner profiles 

effectively. They employ machine-learning algorithms, such 

as Logistic Regression, Support Vector, Multinomial Naive 

Bayes, XGBoost, and CNN-LSTMa, to classify learners 

based on various datasets representing intelligence type, 

player type, and learning disabilities. Future work aims to 

enhance performance with larger datasets and expand 

ontology relationships. 

In [125], the authors compared three classes of Deep Auto 

Encoders (CDAE, DAE-CF, and DAE-CI) with a popularity 

model to enhance learner preference prediction in an 

Adaptive E-Learning System (AES). They utilized a dataset 

from a MOOC with 3757 students, focusing on student 

interactions with learning objects. Results showed that the 

Popularity model offered global recommendations but not 

specific adaptability for individual students, making it useful 

for addressing the cold start problem. 

Overall, this section delves into diverse AI-based adaptive 

learning systems, striving to personalize student experiences 

through various factors. Despite promising results in 

enhancing learning and engagement, these approaches 

encounter challenges like practicality, limited datasets, and 

the need for refinement. To achieve genuinely effective and 

engaging educational experiences in the future, it is vital to 

blend various AI techniques and introduce additional 

individual factors alongside the commonly employed ones 

with significant impact. The table 3 displays a research 

compilation detailing the input variables used in the 

implemented adaptive learning systems. 

 
TABLE III 

INPUT FACTORS IN THE IMPLEMENTED ADAPTIVE LEARNING SYSTEMS 

Ref. Input Factors Ref. Input Factors 

[126] Learning style [31] Cognitive performance 

Affective performance 

[127] Learning style [121] Prior knowledge 

Learning styles 

[128] Learning style [120] Cognitive styles 

[129] Learning style [107] Prior knowledge 

Objective statement 

Knowledge evolution 

[93] Learning style [118] Learning style 

[125] Learning style [117] Learning style 

[124] Intelligence type 

Player type 

Learning disabilities 

[116] Learner preferences 

[22] Background variables [105] Learning style 

[122] Learner performance [130] Knowledge level 

Learning styles 

[115] Learning style [131] Knowledge level 

[132] Learning style [133] Knowledge level 
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Based on the findings from the table 3, it can be inferred 

that a majority of the examined adaptive learning systems, 

specifically 77% (n=17), primarily rely on a single factor 

during the adaptation process. In contrast, a smaller 

proportion, 14% (n=3), incorporate two factors, while 9% 

incorporate three factors into their adaptation mechanisms. 

Among the factors employed, learning style emerges as the 

most prevalent, accounting for 41% of the cases. Following 

this, knowledge level is the next most frequently used factor, 

contributing to 21% (n=6). Learner performance and learner 

preferences each constitute 7% of the used factors, while the 

remaining individually contribute 3% to the overall 

distribution. 

The prevailing trend in prior research within this domain 

predominantly revolves around adaptation models that 

predominantly factor in a single aspect, typically focusing on 

learning styles as per the FSLSM. Considering this, an 

innovative multi-factor design is proposed, emphasizing the 

need for a comprehensive approach. In pursuit of a more 

personalized and effective adaptive learning paradigm, the 

recommended architecture integrates not only learning styles 

but also other pivotal elements. The architecture aspires to 

elevate the adaptability of the learning process beyond 

traditional single-factor approaches by encompassing a 

broader spectrum of influential factors. 

IV. METHODOLOGY 

This research systematically developed an adaptive 

learning solution using the ADDIE (Analysis, Design, 

Development, Implementation, and Evaluation) instructional 

design framework [134]. The ADDIE model guided the 

approach, ensuring a methodical and comprehensive 

development process of the adaptive learning system. 

A. Analysis and Design 

During the analysis and design phase, an extensive review 

of the literature was employed, extracting insights from 

academic works to inform the development of the adaptive 

learning solution [27], [28], [135], [136]. The approach 

during this phase was meticulously designed to create a 

robust and effective adaptive learning system, focusing 

particularly on addressing learner needs and optimizing 

educational outcomes. The strategy implemented crucial 

processes to ensure the reliability and performance of the 

proposed solution. 

The primary objective in this phase is to seamlessly 

integrate learners' learning styles, performance metrics, and 

leisure interests, aiming to enhance engagement and 

personalize the educational experience. The review of 

literature covered multiple scientific databases, and the 

stringent selection process focused on articles directly 

related to AI and Adaptive Learning Integration. 

During this process, relevant details were meticulously 

extracted, with a specific focus on the construction and 

execution of adaptive learning systems. An in-depth analysis 

was conducted to uncover recurring themes, emerging 

trends, and areas needing further investigation. Leveraging 

these insights, an innovative architecture is proposed for the 

adaptive learning system, intended to improve this approach 

by integrating various components. 

B. Development 

In the development phase, the focus shifted towards the 

creation of the adaptive learning solution. This phase 

commenced with the preparation of a performance 

prediction machine learning model, laying the foundation for 

accurate anticipations of learners' academic achievements. 

Subsequently, the creation of a leisure clustering model was 

undertaken, aimed at discerning and accommodating 

students' individual leisure preferences within the learning 

environment. These predictive and clustering models were 

seamlessly integrated into the Moodle Learning 

Management System (LMS) as plugin. Moreover, the 

implementation strategy took into account the utilization of 

improved version of the Personalized Study Guide plugin, a 

crucial component facilitating the generation of personalized 

learning paths tailored to students' distinct learning styles 

[137]. To address this limitation, the plugin was enhanced 

by incorporating a mechanism to extract the extension of 

resource file types (e.g., .pdf, .pptx, .mp3, .mp4) and assign 

weights based on the Felder-Silverman Learning Style 

Model (FSLSM) (See Table 4). The weights were extracted 

from a Systematic Literature Review investigating the 

Relationship Between Learning Styles and Learning Objects, 

thereby ensuring a more comprehensive and effective 

adaptation process [138]. This comprehensive approach 

during the development phase ensures a technologically 

sophisticated and learner-centric adaptive learning system 

within the Moodle LMS framework. 

 
TABLE IV 

WEIGHTED DISTRIBUTION OF FSLSM DIMENSIONS ACROSS FILE TYPES 

FSLSM 

Dimensions 
Images Videos Audio Presentation Document 

Active 0.05 0.11 0.0 0.05 0.02 

Reflective 0.05 0.11 0.0 0.22 0.33 

Sensing 0.18 0.14 0.2 0.2 0.11 

Intuitive 0.13 0.09 0.0 0.1 0.12 

Visual 0.44 0.34 0.0 0.15 0.02 

Verbal 0.05 0.09 0.8 0.07 0.3 

Sequential 0.03 0.06 0.0 0.15 0.09 

Global 0.08 0.06 0.0 0.07 0.02 

Active 0.05 0.11 0.0 0.05 0.02 

Reflective 0.05 0.11 0.0 0.22 0.33 

Sensing 0.18 0.14 0.2 0.2 0.11 

 

The developmental phase of the study entailed harnessing 

the collected data to construct a performance prediction 

model. Notably, prior investigations had yielded a predictive 

model, cultivated on a dataset comprising 100 records, 

which relied on gradient boosting regressor and underwent 

practical application [139], [140], [141]. In this current 

study, the dataset was augmented to encompass 500 student 

records, thereby amplifying the robustness and 

comprehensiveness of the analysis. Moreover, enhancements 

to this new model iteration included the substitution of age 

with failing years and the inclusion of diploma field as a 

feature. This adjustment allowed for a more nuanced 

understanding of student performance predictors. Initial data 

collection included demographic, previous learning metrics, 

self-esteem (SE), and emotional intelligence (EQ) 

information. Subsequently, an array of machine learning 

algorithms was applied to identify the optimal predictive 
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model, enhancing the accuracy and efficacy of the approach. 

 
Fig. 1. Correlation Heat map 

 

Data processing encompassed systematic coding, essential 

for machine learning algorithms, and a correlation matrix 

heat map aided in pattern identification. The results in 

Figure 1 demonstrated significant correlations between 

student attributes and final grades, with higher self-esteem (-

0.83) and emotional intelligence (EQ) (0.68) demonstrating 

strong associations with improved academic performance. 

Additionally, the correlation coefficient (-0.35) between 

students who have never repeated a grade and academic 

performance further reinforces the importance of academic 

continuity in enhancing student outcomes. These results 

suggest that high levels of self-esteem and EQ could serve as 

positive predictors of final grades, highlighting their 

potential importance in academic success. 

During the data processing phase, a classification scheme 

was devised whereby final grades were categorized into 

distinct performance levels. Specifically, grades below 10 

were classified as "low" performance, while grades ranging 

from 10 to less than 15 were categorized as "medium" 

performance. Grades equal to or exceeding 15 were 

designated as "good" performance. This systematic 

classification framework was implemented to streamline the 

analysis process and facilitate the extraction of relationships 

between various features and academic performance. 

 

 
Fig. 1. Gender-Based Distribution of Students across Academic Grades 

 

Figure 2 presents the gender-based distribution of students 

according to grade classification (good, medium, low). 

Analysis reveals a noteworthy difference in academic 

achievement between male and female students, particularly 

in obtaining good grades. Specifically, approximately 24% 

of female students achieve good grades, contrasting with 

approximately 7% among males. This observation suggests a 

disparity in academic performance, indicating a higher 

propensity for females to excel academically and attain good 

grades compared to males in Morocco. 

 

 
Fig. 3. Student Distribution by Parental Financial Background and 

Academic Performance 

 

The observed pattern in Figure 3 indicates that students 

from lower-middle class and poor families demonstrate a 

propensity for achieving medium grades, with a higher 

proportion inclined towards low grades rather than good 

grades. This trend contrasts with students from middle-class 

families, where the distribution tends to be more balanced, 

and encompassing good and low grades alongside medium 

grades. 

 

 
Fig. 4. Academic Performance Based on Parents' Marital Status 

 

The figure 4 depicts the distribution of students based on 

their parents' marital status. Students from married families 

show a distribution where the majority fall into the medium 

grade category (68%), followed by 20% achieving good 

grades and 12% with low grades. In contrast, students from 

non-traditional families exhibit a different distribution. None 

of the graduates from non-traditional families achieved good 

grades, with 68% falling into the medium grade category and 

32% into the low grade category. It's important to note that 

the term "non-traditional families" encompasses those with 

divorced, widowed, or adopted parents, and this 

categorization is made due to their relatively low 

representation in the dataset. This results indicates a 

potential influence of family structure on academic 

performance, with students from non-traditional families 

facing additional challenges that may impact their 

educational outcomes. 
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Fig. 5. Grade Distribution by Diploma Field 

 

The figure 5 illustrates the normalized count of student 

grades categorized by their diploma field. Among students 

from scientific fields, approximately 21% achieved good 

grades, while 67% obtained medium grades and 12% 

received low grades. In contrast, students from literary fields 

had 11% achieving good grades, 69% obtaining medium 

grades, and 20% receiving low grades. Overall, students 

from scientific fields tend to achieve better academic 

performance, with a higher proportion obtaining good grades 

compared to their counterparts from literary fields. 

 
TABLE V 

STATISTICAL SIGNIFICANCE OF FACTORS INFLUENCING STUDENT 

PERFORMANCE 

Factors 
Statistical Significance 

(p_values) 

Study 3.835825e-02 

Repeated Years 6.754928e-11 

Gender 1.590963e-10 

EQ 7.279355e-24 

Self-esteem 8.627776e-81 

Parents Financial Status 9.415623e-09 

Parents Marital Status 3.673004e-08 

Boarders 7.950530e-01 

 

The table 5 presents the p-values various factors in 

relation to student performance. Factors such as repeated 

years, gender, EQ, self-esteem, parents' financial status and 

parents' marital status all have statistically significant p-

values less than 0.05, indicating a strong association with 

student performance. Conversely, the factor boarders has a 

p-value of 0.795, indicating a lack of significant association 

with student performance. However, retaining boarder status 

in the analysis allows for a more nuanced exploration of the 

educational landscape. While not directly correlated with 

academic outcomes in this dataset, delving into boarder 

status can unravel a captivating tapestry of insights, 

transcending mere academic metrics. This approach ensures 

a comprehensive understanding of student performance, 

where socio-emotional well-being and environmental 

influences intertwine with academic success, creating an 

intricate mosaic of factors to consider. Overall, these results 

suggest that factors such as repeated years, EQ, self-esteem, 

and parental background serve as robust predictors in the 

analysis. 

The predictive model was constructed leveraging a variety 

of machine learning algorithms, including Random Forest 

Regressor (RFR), Linear Regression (LR), Gradient 

Boosting Regressor (GBR), Support Vector Regression 

(SVR), and Multi-Layer Perceptron Regressor (MLPR) (See 

Table 6). It is pertinent to acknowledge that the initial model 

was trained on a dataset comprising 100 students, where the 

Gradient Boosting Regressor (GBR) demonstrated superior 

predictive accuracy, yielding an R-squared score of 0.9 

[139]. Following this, the model underwent augmentation 

with an additional 400 records, leading to the selection of 

the Support Vector Regression (SVR) as the optimal 

performer, attaining an R-squared score of 0.88. It is 

noteworthy that the expansion of the dataset from 100 to 500 

records introduced complexities impacting model 

generalization, resulting in a marginal 2% reduction in 

predictive accuracy. However, it is imperative to underscore 

that this reduction is not inherently deleterious, particularly 

considering the advantages conferred by enhancing the 

dataset records. Enlarging the dataset ensures a more 

comprehensive representation, capturing a wider spectrum of 

student profiles and scenarios. This not only enhances the 

model's generalization capabilities but also augments its 

robustness and reliability in real-world applications. 

Furthermore, the increased dataset size facilitates more 

extensive feature analysis and model training, potentially 

unveiling deeper insights into the determinants of student 

performance. Consequently, while the slight decline in 

predictive accuracy may appear unfavorable initially, it is 

offset by the substantial benefits derived from augmenting 

the dataset records. 

 
TABLE VI 

COMPARISON OF MACHINE LEARNING REGRESSION MODELS FOR STUDENT 

PERFORMANCE PREDICTION 

 RFR LR GBR SVR MLPR 

Mean Squared Error 1.15 0.94 1.11 0.90 0.94 

Root Mean Squared Error 1.07 0.97 1.05 0.95 0.97 

R-squared Score 0.85 0.88 0.86 0.88 0.88 

 

Based on the metrics presented above, both the Support 

Vector Regression (SVR) and Multi-Layer Perceptron 

Regressor (MLPR) showcase notable performance, boasting 

the lowest Mean Squared Error and Root Mean Squared 

Error values. These lower errors signify superior predictive 

accuracy. Additionally, both models achieve high R-squared 

scores, indicating strong correlations between predicted and 

actual student performance. Therefore, considering these 

metrics, either the SVR or MLPR would be suitable choices 

for predicting student performance. However, SVR was 

selected over MLPR due to its slightly lower Mean Squared 

Error and Root Mean Squared Error, indicating slightly 

superior predictive accuracy. In addition, given its kernel 

trick approach, Support Vector Regression (SVR) is 

generally regarded as more suitable for smaller to medium-

sized datasets, where it can efficiently handle high-

dimensional data and complex relationships [142]. This 

makes SVR particularly adept at capturing intricate patterns 

and nuances within the data, resulting in robust predictive 

performance [143]. Therefore, in addition to its superior 

performance metrics in this context, the SVR's compatibility 

with smaller datasets further justifies its selection as the 

preferred model for predicting student performance. 
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The developed performance prediction model underwent 

successful deployment and implementation as a Flask API. 

This deployment allowed seamless integration into various 

applications and systems, providing real-time predictions. 

The Flask API, renowned for its flexibility and simplicity, 

facilitated the model's accessibility and usability [144], 

[145]. Furthermore, the model was efficiently hosted on the 

PythonAnywhere solution, ensuring reliable and scalable 

performance [146]. This deployment strategy ensures the 

adaptability and widespread applicability of the predictive 

model, contributing to its effective utilization in diverse 

educational settings. 

The development of a clustering model for students based 

on their chosen leisure interests commenced with the 

meticulous collection and analysis of data from 400 students. 

Each student provided information on three personal leisure 

activities. The gathered leisure data was methodically 

prepared, transforming it into a structured format where each 

row represented a student. Columns denoted various leisure 

categories, with binary values indicating whether the student 

expressed interest in a particular category. This well-

organized dataset was then subjected to the K-means 

clustering algorithm [147]. This straightforward and 

computationally efficient algorithm was applied to 

categorize students according to their binary engagement 

across various leisure activities. These categories include 

music and dance, movies and series, social media, science 

and technology, active sports, video games, and pets. Each 

student was systematically assigned to a cluster, revealing 

distinctive patterns in their leisure preferences. 

Following the clustering phase, the predictive capabilities 

of the Gradient Boosting Regressor (GBR) were leveraged. 

GBR is recognized for its effectiveness in capturing complex 

relationships in data [148]. The GBR model was trained on 

the clustered dataset to construct a predictive framework. It 

exhibits notable performance, yielding a Mean Squared 

Error of 0.003 and an impressive R-squared Score of 0.994. 

These results underscore its efficacy in accurately predicting 

student performance based on the clustered dataset. 

For new students entering the system, the approach 

involves assigning them to the cluster that aligns with their 

binary leisure preferences using the pre-trained prediction 

model. This assigned cluster serves as a valuable prediction, 

providing insights into the likely leisure interests of the new 

students. 

After evaluating the model performance, it was deployed 

and seamlessly integrated into a Flask script as a web 

service, effectively serving as an API. This deployment 

allowed the Moodle plugin to make predictions by sending 

requests to the API. Leveraging the GBR, students were 

accurately categorized into three distinctive clusters, 

highlighting similarities in their leisure preferences. 

Subsequently, each student's choices were labeled within 

their respective clusters, contributing to the model's 

heightened predictive accuracy. This strategic approach not 

only unveils inherent patterns in students' leisure preferences 

but also facilitates accurate predictions for new students and 

significantly enriches the overall personalization of the 

adaptive learning system, enhancing its ability to tailor 

educational experiences based on individual leisure 

preferences. 

In the pursuit of personalized education that incorporates 

learning style factors, the integration of the enhanced version 

of the "Personalized Study Guide (PSG)" Moodle plug-in 

has emerged as pivotal. This plug-in, designed to craft 

personalized learning paths based on individual learning 

styles, serves as a pivotal component in the approach. The 

primary goal is to identify and accommodate students' 

distinct learning preferences through the PSG, fostering 

engagement and motivation. Utilizing two distinctive 

methods for learning style identification – the Inventory of 

Learning Styles (ILS) questionnaire by Felder and Silverman 

and an analysis of prior Moodle activity patterns – the PSG 

adeptly assesses students' preferences. By assigning 

learning-style weightings to each resource and activity, the 

PSG tailors its suggestions, creating a unique and captivating 

learning journey for each student. To enhance predictive 

capabilities, the PSG collaborates with the Behavior 

Analytics plug-in (BA), employing clustering analysis to 

identify centroids and subsequently applying the k-means 

algorithm for effective student grouping. This synergistic 

approach ensures the PSG generates personalized learning 

paths that align seamlessly with students' preferences and 

behaviors, contributing to a more individualized and 

impactful educational experience [137], [149], [150], [151], 

[152]. 

The development phase yielded a sophisticated adaptive 

learning solution within Moodle. It integrated predictive 

models for academic performance and leisure clustering, 

seamlessly deployed as plugin. The models, including SVR 

and GBR, demonstrated robustness and adaptability. 

Additionally, the incorporation of the "Personalized Study 

Guide" plugin ensured tailored learning paths aligned with 

individual preferences and behaviors, enhancing the overall 

personalization of the adaptive learning experience. 

C. Implementation 

In the implementation phase, the learner profile was 

enhanced with custom fields. Students provided personal 

details during the enrollment phase, such as gender, repeated 

years, parents' financial and marital status, residency status, 

and leisure interests. The plugin automatically filled in 

additional information like the performance index and 

leisure cluster. Subsequently, the Bar-On EQ test, Rosenberg 

SE test, and diagnostic assessment were prepared using the 

Moodle quiz activity. Subsequently, the "Profile Field-based 

Cohort Membership" plugin was implemented to categorize 

students into cohorts based on their performance grade, and 

to enroll them into appropriate courses accordingly. 

Additionally, restriction mechanisms based on profile fields 

were employed to selectively display sections relevant to 

users' leisure interests while concealing irrelevant content. 

Next, three courses were created in Moodle catering to low, 

middle, and high-performance students. Each course 

featured learning materials adapted to one performance level 

and diverse learning styles, organized by the "Personalized 

Study Guide" plugin. Each course had three sections, 

corresponding to cohorts representing leisure preferences. 

For instance, a student with a low performance cohort 

membership, a sport leisure cluster, and a verbal learning 
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style would be enrolled in the low-performance student 

course, accessing the section with sports-themed resources 

(e.g. Excel Skills for Sports Analytics) in PDFs, videos, 

emails, and announcements (See table 12). To facilitate the 

creation of course materials, custom assets generated by AI 

tools like OpenAI's DALL-E 2 for images, ChatGPT-4 for 

text, and other AI tools for transcription and video creation 

were utilized. This approach ensures a rich database of 

educational materials tailored to students' interests and 

academic levels. 

D. Evaluation 

In the evaluation phase, the effect of the adaptive learning 

solution on student performance and engagement within the 

accredited computer science program in Moroccan high 

schools was rigorously assessed. Employing a quantitative 

research methodology facilitated comprehensive data 

collection and analysis through statistical, relationship, and 

descriptive analyses. The experiment involved two distinct 

groups, G1 and G2, within the Moulay Alhassan High 

School's common core level, connected to the prefecture of 

Aïn Chock Province, Casablanca, Morocco. In this study, 73 

participants from the scientific fields, comprising 52% men 

and 48% women, underwent a random selection process for 

allocation into the experimental (G1) and control groups 

(G2). G1, consisting of 38 students, received the AI-based 

adaptive learning solution with a flipped classroom strategy, 

serving as the focal point for assessing the solution's effects 

on their learning experiences [153]. Simultaneously, the 

control group (G2), comprising 35 students, underwent 

traditional teaching methods, providing a vital baseline for 

comparison. This comparative approach allowed us to 

evaluate and contrast the efficacy of the adaptive learning 

system against traditional instruction, offering crucial 

perspectives on the possible benefits of adopting adaptive 

learning systems within high school computer science 

education in Morocco. 

Two assessment tools were employed for the study: 

Engagement Questionnaire: A five-point Likert scale 

questionnaire, derived from the research of Hiver et al. and 

Wang et al., was employed to assess student engagement 

across multiple dimensions [154], [155]. The questionnaire 

underwent translation from English to French and Arabic to 

accommodate diverse linguistic backgrounds. Comprising 

32 items, it encompasses four distinct dimensions: 

behavioral (8 items), emotional (11 items), cognitive (8 

items) and social engagement (5 items). In accordance with 

the methodology proposed by Zhiyong Li and Jiaying Li, 

questionnaires were administered to both control and 

experimental groups before and after the intervention [62]. 

Upon data collection from the pre-questionnaire and post-

questionnaire phases, the mean scores across the four 

engagement scales were computed and subjected to analysis. 

Independent sample t-tests were employed to compare the 

control and experimental groups both pre- and post-

intervention. Additionally, paired sample t-tests were 

utilized to compare the pre- and post-intervention results 

within the experimental group, as well as within the control 

group before and after traditional teaching sessions. 

Participants were instructed to assess their sentiments 

regarding the course by indicating their agreement with 

statements using a Likert scale ranging from "never true of 

me" (1) to "always true of me" (5), with the exception of 

questions 3, 4, 5, 6, 9, 12, 13, 15, 20, and 22, which were 

reversed. Following the questionnaire administration, 

Cronbach’s alpha coefficients were computed for each 

engagement sub-scale: behavioral engagement (8 items, α = 

0.98), emotional engagement (11 items, α = 0.97), cognitive 

engagement (8 items, α = 0.99), and social engagement (5 

items, α = 0.97). These high Cronbach’s alpha values 

indicate strong internal consistency reliability of the sub-

scales, suggesting that the items within each sub-scale 

consistently measure the same underlying construct. 

 

Performance Assessment: To measure learner 

performance, an extensive summative evaluation was 

performed at the end of the course, using various techniques 

like short answers, multiple-choice questions, and practical 

exercises. Both sets of participants completed the same 

evaluation in the same conditions, ensuring a fair 

comparison. The evaluation aimed to analyze the AI-based 

adaptive learning's effectiveness compared to traditional 

methods in terms of student performance. The diverse 

evaluation strategy assessed understanding, problem-solving, 

critical thinking, and overall curriculum mastery. This 

approach allowed a comprehensive comparison between the 

AI-based adaptive learning and traditional teaching methods 

concerning performance and engagement. 

V. SYSTEM ARCHITECTURE 

This work incorporates the material described in the 

previous part and expands upon the previous works in 

adaptive learning and artificial intelligence [27], [28], [135], 

[139], [140], [141], [152], [156]. Additionally, an 

architecture for the adaptive system was designed to 

consider several factors, with a particular emphasis on 

accommodating individual learning styles [157]. 
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Fig. 6. System Architecture 

 

As shown in figure 6, the suggested framework considers 

three key aspect throughout the adaptation phase: learning 

style, leisure interests, and performance level. Following this 

paradigm, the prescribed procedure for providing tailored 

educational materials to each learner is outlined as follows. 

The integration of the adaptive learning system into the 

Moodle Learning Management System (LMS) marks the 

foundational step towards its seamless incorporation into the 

educational environment. This integration streamlines 

retrieval of student information, instructional materials, and 

other essential system features, ensuring a holistic learning 

experience. Moreover, the plugin will collaborate with 

complementary plugins such as Profile field-based cohort 

membership, and the Personalized Study Guide, enhancing 

the system's capabilities and providing learners with 

comprehensive support tailored to their individual needs. 

Data collection constitutes a crucial phase in the adaptive 

learning framework, encompassing two key components: 

gathering information on students' leisure interests and 

collecting data related to their psychological, learning and 

demographic characteristics. During enrollment, students are 

prompted to provide details about their leisure preferences, 

including favorite activities and sports, laying the 

groundwork for subsequent clustering based on leisure 

interests. Simultaneously, the system collects demographic 

data such as gender, parental economic and marital situation, 

and location of residence, alongside learning metrics like 

repeated years and diploma field, emotional intelligence and 

self-esteem metrics. These data points are selected for their 

proven impact on student achievement, acknowledging the 

multifaceted nature of factors influencing academic success 

[59], [139], [140], [141], [158]. 

Clustering students according to their leisure interests 

forms the basis for personalizing the learning experience. 

Employing the K-Means clustering algorithm, students are 

categorized into distinct clusters based on their leisure 

choices, enabling the identification of common interests 

within each group. Descriptive labels are assigned to these 

clusters, reflecting the shared preferences and interests of the 

students therein, thereby facilitating targeted content 

delivery and engagement strategies. 

The supervised machine learning algorithm GBR, trained 

with student selections as input and labeled clusters as target 

labels, is the key to predicting the interest profiles of new 

students. By leveraging this predictive model, the system can 

forecast the cluster label for incoming students, thereby 

guaranteeing access to course material aligned with their 

interests. 

Classification of students according to their performance 

involves deriving performance metrics from collected data. 

Utilizing the SVR model, learning metrics, demographic 

information, emotional intelligence and self-esteem scores 

are analyzed to forecast average grades, culminating in the 

Predicted Performance indicator. Additionally, course-

specific placement test scores contribute to the overall 

performance metric, computed using assigned weights to 

yield a Final Performance score. Based on this classification, 

learners are enrolled in courses tailored to their performance 

level, enabling targeted educational interventions and 

support. 

 

Final Performance = (0.2 * PreTestScore) + (0.8 * 
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PredictedPerformance). 

 

Content adaptation represents the culmination of the 

adaptive learning process, guided by predictions derived 

from students' interest profiles and performance metrics. For 

example, students with moderate academic performance and 

a keen interest in video games and sports are guided to 

courses customized to their skill level (Level I), which 

corresponds to an intermediate level. These courses are 

enriched with resources focusing on gaming and sports 

themes, such as videos featuring renowned athletes like 

Cristiano Ronaldo explaining computer structures. Utilizing 

the Personalized Study Guide plugin, the content delivery 

undergoes dynamic adjustments to match the students' 

preferred learning styles, thus enhancing engagement and 

comprehension, particularly catering to verbal learners in 

this scenario. 

 

 
Fig. 7. Course Demo. 

 

VI. RESULT 

The following section presents the outcomes of 

implementing the adaptive learning system within the 

Moodle LMS framework. The impact on student 

performance and engagement in Moroccan high schools' 

computer science program was assessed. Quantitative 

methods were employed to conduct comprehensive data 

analysis, comparing two groups: one receiving the adaptive 

learning solution and the other receiving traditional teaching 

methods. The evaluation, employing an engagement 

questionnaire and Performance Assessment, aimed to gauge 

learner engagement and performance effectively. 

 
TABLE VII 

PERFORMANCE DISTRIBUTION - EXPERIMENTAL GROUP 

Performance grades 
Predicted 

values 

Pre-test 

scores 

Final 

Performances 

Low performance 11 (29%) 13 (34%) 11 (29%) 

Medium performance 20 (53%) 22 (58%) 22 (58%) 

High performance 7 (18%) 3 (8%) 5 (13%) 

 

Table 7 illustrates the distribution of students based on 

various metrics, including predicted values, pre-test scores, 

and final performance values derived from the provided 

formula. A comparison between pre-test scores and 

predicted values reveals that initially, four students did not 

align with their predicted values. However, upon calculating 

final performance using the proposed formula, this 

discrepancy decreased to only two students. This suggests 

that the adjustments made in "Final Performance" effectively 

mitigate the differences observed between "Predicted 

values" and "Pre-test," resulting in a reduced gap in the 

distribution of students across categories. 

Table 7 also delineates the distribution of students within 

the experimental group (G1) across various pre-test score 

ranges. A noteworthy proportion of students had lower 

beginning performance levels, as seen by the 34% of 

students who scored below 10 on the pre-test. About 22% of 

students had scores between 10 and 15, indicating that this 

subset performed at a moderate level. 3% of students, on the 

other hand, received scores of 15 or higher, indicating a 

minority with greater starting proficiency levels. Before 

students were exposed to the adaptive learning system, they 

came from a variety of backgrounds, and this distribution 

provides important light on their starting places and 

performance levels. 

 

 
Fig. 8. Pre-Test Score Distribution among Control Group Students. 

 

The Figure 8 illustrates the pre-test score distribution 

among the control group students, revealing that 23% scored 

below 10, 71% scored between 10 and 15, and merely 6% 

attained a score of 15 or higher. 

Interesting insights are highlighted by the distribution of 

students according to different performance levels, as shown 

in Table 7, which is based on the predictions of the model 

and the subsequent calculation of the final performance. The 
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approach was validated by the projected values, which show 

only slight deviations from the pre-test scores. 

 

 
Fig. 9. Post-Test Score Distribution among Experimental Group Students 

 

 
Fig. 10. Post-Test Score Distribution among Control Group Students 

 

The pre-test score distributions depicted in Table 7 and 

Figure 8 provide a baseline assessment of student 

performance prior to any intervention. 

Comparing these pre-test distributions with the post-test 

score distributions in Figures 9 and 10 reveals the progress 

made after the intervention. In the experimental group 

(Figure 9), only 3% of students achieved low post-test 

scores, 37% attained middle scores, and 60% reached high 

scores. Meanwhile, in the control group (Figure 10), 8% 

scored low, 63% achieved middle scores, and 29% attained 

high scores.  

Based on the comparison, it appears that both groups 

benefited from the intervention, as gains in post-test scores 

were noted high performance levels. It is also interesting that 

the experimental group's high-level performance post-test 

scores are higher than those of the control group, indicating 

a greater enhancement in learner performance after the 

intervention. This trend reinforces the efficacy of the 

adaptive learning solution in guiding students to suitable 

courses based on their predicted performance. 

 

 
Fig. 11. Comparing the Overall Average between the Two Groups G1 and 

G2. 

The overall average score for Experimental Group (G1) is 

15.3, while for Control Group (G2) it is 13.2. This indicates 

that, on average, students in Group 1 performed better 

compared to those in Group 2. The higher average score in 

G1 suggests that the adaptive learning system implemented 

in this group might have contributed to improved 

performance outcomes compared to traditional teaching 

methods employed in G2. 

In addition to performance analysis, this study used a 

questionnaire to examine the impact of adaptive learning on 

learners' behavioral, emotional, cognitive, and social 

engagement throughout the experience. 

Prior to commencing the experiment, it was imperative to 

verify the absence of statistically significant differences in 

engagement dimensions between the experimental and 

control groups. To ascertain this, the initial engagement 

questionnaire was administered before the experiment's 

commencement. Subsequently, independent sample t-tests 

were conducted using Python to analyze the mean scores of 

each engagement scale (See Table 8). 

 
TABLE VIII 

COMPARISON OF THE CONTROL AND EXPERIMENT PRE-TEST RESULTS 

Engagement Group Mean SD t p 

Behavioral 

engagement 

G1 3.42 1.16 
-0.825 0.41 

G2 3.50 1.26 

Emotional 

engagement 

G1 3.86 1.13 
-0.451 0.65 

G2 3.89 1.2 

Cognitive 

engagement 

G1 3.24 1.27 
-1.75 0.08 

G2 3.42 1.28 

Social engagement 
G1 3.48 1.25 

-1.95 0.05 
G2 3.73 1.27 

p > 0.05. 

 

The analysis indicated that the variation in behavioral, 

emotional, cognitive, and social engagement between G1 

and G2 was 0.41, 0.65, 0.08, and 0.05, respectively (p > 

0.05), signifying no statistically significant distinction 

between the two groups. These outcomes were anticipated 

given that participants were randomly allocated to the 

groups and all classified as pre-intermediate by the school 

administration. 
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TABLE IX 

COMPARISON OF EXPERIMENT PRE-TEST AND POST-TEST RESULTS 

Engagement Group Mean SD t p 

Behavioral 

engagement 

Pre-test 3.42 1.16 
-4.51 0.00* 

Post-test 3.84 1.12 

Emotional 

engagement 

Pre-test 3.86 1.13 
-4.68 0.00* 

Post-test 4.17 0.79 

Cognitive 

engagement 

Pre-test 3.24 1.27 
-9.74 0.00* 

Post-test 4.09 0.82 

Social engagement 
Pre-test 3.48 1.25 

-5.31 0.00* 
Post-test 5.31 0.92 

*p < 0.05. 

 
TABLE X 

COMPARISON OF THE CONTROL AND EXPERIMENT POST-TEST RESULTS 

Engagement Group Mean SD t p 

Behavioral 

engagement 

G1 3.84 1.12 
3.06 0.002* 

G2 3.55 1.18 

Emotional 

engagement 

G1 4.17 0.79 
2.6 0.01* 

G2 3.99 1.13 

Cognitive 

engagement 

G1 4.09 0.82 
6.64 0.00* 

G2 3.51 1.25 

Social engagement 
G1 5.31 0.92 

0.98 0.32 
G2 3.97 1.17 

*p < 0.05. 

 
TABLE XI 

COMPARISON OF CONTROL PRE-TEST AND POST-TEST RESULTS 

Engagement Group Mean SD t p 

Behavioral 

engagement 

Pre-test 3.50 1.26 
-0.41 0.68 

Post-test 3.55 1.18 

Emotional 

engagement 

Pre-test 3.89 1.2 
-1.21 0.23 

Post-test 3.99 1.13 

Cognitive 

engagement 

Pre-test 3.42 1.28 
-0.77 0.44 

Post-test 3.51 1.25 

Social engagement 
Pre-test 3.73 1.27 

-1.79 0.07 
Post-test 3.97 1.17 

p > 0.05. 

 

Comparing pre-test and post-test scores in the 

experimental group G1 (see Table 9) revealed significant 

improvements across all four engagement dimensions (p < 

0.05). Specifically, the mean score of Social engagement in 

the post-test (M = 5.31) surpassed that in the pre-test (M = 

3.48). Similarly, the mean scores of Cognitive engagement 

(M = 4.09), Emotional engagement (M = 4.17), and 

Behavioral engagement (M = 3.84) were also higher than 

those in the pre-test (M = 3.24, 3.86, 3.42, respectively) (p < 

0.05), indicating statistically significant differences. 

Analysis of the post-test questionnaires of the 

experimental group G1 and the control group G2 (see Table 

10) revealed significant differences. In the experimental 

group G1, the mean score of post-test questionnaires for 

Behavioral engagement (M = 3.84) was significantly higher 

than that in the control group G2 (M = 3.55) (p < 0.05). 

Correspondingly, in Cognitive engagement and Emotional 

engagement, the mean scores of the post-test in the G1 (M = 

4.09, 4.17) were notably higher than those in the control 

group G2 (M = 3.51, 3.99) (p < 0.05). Nevertheless, it is 

noteworthy that in group G1, despite the mean post-test 

score for social engagement (M = 5.31) being higher than 

that of group G2 (M = 3.97), this difference did not achieve 

statistical significance. 

Additionally, the mean scores of pre-tests and post-tests in 

the control group were examined (see Table 11). The 

analysis indicated that the mean scores of behavioral, 

emotional, cognitive, and social engagement in the post-tests 

were higher than those in the pre-tests. Nevertheless, the 

difference did not reach statistical significance (p > 0.05). 

VII. DISCUSSION 

In this study, an adaptive learning solution was 

meticulously developed guided by the ADDIE instructional 

design framework, ensuring a systematic and comprehensive 

approach throughout the process. The analysis and design 

phase focused on integrating insights from literature to 

create a robust adaptive learning system, emphasizing 

learner needs and educational optimization. This phase laid 

the groundwork for seamlessly integrating learning styles, 

performance metrics, and leisure interests, aimed at 

enhancing engagement and personalization. The 

development phase involved creating predictive and 

clustering models seamlessly integrated into the Moodle 

LMS framework, ensuring a technologically sophisticated 

and learner-centric system. Using machine learning 

algorithms, a performance prediction model and a clustering 

model based on students' leisure interests were developed. 

These models, along with the Personalized Study Guide 

plugin, facilitated the generation of personalized learning 

paths tailored to individual needs, enriching the learning 

experience. 

 In the implementation phase, the adaptive learning 

system was integrated into the Moodle LMS, allowing 

access to learner data and course materials. Custom fields 

enhanced the learner profile, capturing personal details and 

performance metrics. Students were enrolled in courses and 

assigned to cohorts based on performance and leisure 

preferences, ensuring targeted content delivery. Course 

materials were tailored to individual preferences and 

learning styles, leveraging AI-generated assets for rich 

educational resources. Finally, in the evaluation phase, the 

influence of the adaptive learning solution on student 

performance and engagement was rigorously assessed. Using 

quantitative methods, a comparison was conducted between 

two groups: one receiving the adaptive learning solution and 

the other traditional teaching. Evaluation instruments, 

encompassing engagement and performance assessments, 

provided valuable insights into learner involvement and 

academic achievement. 

The results indicate a positive impact of the adaptive 

learning system on student performance and engagement. 

Comparing pre-test and post-test score distributions revealed 

significant progress in both groups, with the experimental 

group showing higher improvements, particularly in high-

level performance scores. The overall average score was 

higher in the experimental group, suggesting improved 

performance outcomes compared to traditional teaching 

methods. Moreover, the experimental group demonstrated 

significantly higher levels of engagement compared to the 

control group, indicating the efficacy of adaptive learning 

interventions in enhancing student participation and 

motivation. The integration of predictive modeling 

IAENG International Journal of Computer Science

Volume 51, Issue 9, September 2024, Pages 1250-1271

 
______________________________________________________________________________________ 



 

techniques further facilitated the early identification of at-

risk students, allowing for timely interventions and targeted 

support to address their unique needs. This not only 

promotes academic success but also fosters a supportive and 

nurturing learning environment conducive to student growth 

and development. However, it is imperative to acknowledge 

that external elements like socio-economic status and 

individual learning inclinations could impact student 

engagement and academic performance, necessitating deeper 

exploration. Subsequent research initiatives should delve 

into these aspects extensively and evaluate the enduring 

impacts of adaptive learning interventions on academic 

achievements and student accomplishments. 

 
TABLE XII 

FSLSM-BASED LEARNING OBJECT FORMATS [84] 

FSLSM Dimensions Learning objects formats 

Processing Active Videos, PPTs, Demo, Exercise, 

Assignments 

Reflective PDFs, PPTs, Videos, 

Announcements, References 

Perception Sensing Examples, PDFs, Videos, Practical 

Material 

Intuitive PDFs, PPTs, Videos, Forum, Topic, 

List, References 

Input Visual Images, Charts, Videos, References 

Verbal PDFs, Videos, Email, 

Announcements 

Understanding Sequential Exercise, References, Assignments, 

Sequential 

Global Topic Lists, References, Exercise, 

Assignment 

   

 

Moving forward, the overarching objective is to construct 

a more refined predictive model aimed at directly 

forecasting student grades, thereby enhancing accuracy and 

efficacy in educational outcomes. Simultaneously, a 

recommendation system is planned for development, 

leveraging cosine similarity to suggest learning materials 

tailored to individual learning styles. This initiative seeks to 

foster a personalized learning experience conducive to 

improved engagement and comprehension. Additionally, 

exploration of alternative formulas is planned to strike a 

balance between predicted values and diagnostic assessment 

scores, aiming to further refine the predictive process. 

Furthermore, efforts will be directed towards crafting a more 

intuitive and advanced plugin designed to minimize the need 

for high technical expertise during pre-configuration. 

Additionally, additional features such as absenteeism rates 

are intended to be incorporated into the predictive model to 

capture a more comprehensive understanding of student 

performance determinants. This upgraded plugin will 

automate the setup of all essential components, including 

questionnaires, profile custom fields, and additional plugins, 

thereby simplifying the implementation process and 

encouraging widespread utilization. By streamlining the 

setup procedures, the aim is to broaden the accessibility and 

usability of the adaptive learning system, thereby enhancing 

its efficacy and suitability across diverse academic settings. 

Through these concerted efforts, the aim is to advance the 

field of adaptive learning and contribute to fostering 

academic success and student well-being. 

VIII. CONCLUSION 

Among the different adaptation approaches, the machine 

learning approach stands as one of the pillars of AI-enabled 

Adaptive Learning Systems (ALS), offering a range of 

algorithms that enable:  

 Suggest appropriate learning materials based on the 

learner's most influential factors, especially using 

reinforcement learning [159]. 

 Quickly identify similar users based on the extracted 

data using k-means algorithm as machine learning 

clustering methods, resulting in the recommendation of 

appropriate items for the new user [160]. 

 Successfully personalizing learning units and 

evaluating their acceptance and use through learning 

analytics and decision-making [161]. 

In conclusion, it should be mentioned that this field of 

study, which has roots in the 1950s, was and continues to be 

a rich one that tracks technical advancement and 

pedagogical innovations, which support the ongoing 

development of the educational sector. In light of this, the 

study attempted to introduce an adaptable learning system 

architecture based on AI that surpasses traditional one-size-

fits-all approaches. This advanced system takes into account 

a number of factors and uses a multi-phase strategy to ensure 

the delivery of appropriate learning content that is in line 

with each learner's preferences, performance level, and 

learning style. The architecture strives to provide a thorough 

personalization process by embracing both affective and 

cognitive dimension. It leverages data-driven approaches, 

sophisticated AI technologies, and meticulous content 

adaptation, including algorithms such as k-means clustering, 

Support Vector Regressor and Gradient Boosting Regressor 

to enhance the precision of the system.  

There are many benefits to the creation of this adaptive 

learning system. First, by concentrating on each learner's 

unique requirements and interests, the system has the ability 

to speed up knowledge acquisition by removing extraneous 

content. Furthermore, the adjustment to the preferences of 

the learner, will conduct to the increase their level of 

engagement. 

The research represents a significant step forward in the 

development and implementation of an adaptive learning 

solution within the Moodle Learning Management System 

framework. The implementation of the system in Moroccan 

high schools yielded promising results, as evidenced by 

improvements in student performance and engagement. 

Looking ahead, future research endeavors will focus on 

expanding the participant pool, refining the adaptive 

learning system, and enhancing its accessibility and 

usability. 
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