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Abstract—Securing vehicle-to-everything (V2X) communica-
tions is essential as intelligent transportation system integration
progresses to guarantee the dependability and safety of con-
nected vehicles. Our study presents a novel approach aimed
at strengthening the security of vehicles in V2X networks.
The proposed system utilizes the virtual honeypots technique,
referred to as PotRSU, within roadside units (RSU) to gather
data from heterogeneous sources. The malicious entities that
are drawn from all incoming traffic are recorded by the
PotRSU. We utilized machine learning algorithms to effectively
identify intrusion. The analysis and experimentation conducted
on the proposed system exhibit 99.01% accuracy in identifying
malicious nodes.

Index Terms—Vehicular networks, V2X security, Intrusion
detection system (IDS), RSU, Honeypot.

I. INTRODUCTION

THE advent of machine learning (ML) and the
widespread use of interconnected technologies have

brought about a new era in vehicular communication, known
as V2X [1]. V2X networks revolutionize the automobile
industry by enabling vehicles to connect with each other
(V2V) [2], infrastructure (V2I) [3], networks (V2N) [4], and
pedestrians (V2P) [5], [6]. The primary objective of this ex-
tensive communication architecture is to improve road safety,
optimize the traffic flow of vehicles [7], and provide a wide
range of new applications and services. V2X communication
is based on transmitting critical information between vehicles
and their environment (Figure 1). This bidirectional data
exchange provides information on vehicle location, speed,
and trajectory, therefore enabling a system whereby vehicles
learn about one another and their surroundings [8]. This level
of connectivity serves as the infrastructure for sophisticated
driver assistance systems, autonomous vehicles, and other
smart city applications. The V2X ecosystem has a resilient
architecture with onboard units integrated within vehicles [9]
and roadside units strategically placed alongside routes [10].
These components collaborate to establish an interconnected
network that enables smooth communication. Furthermore,
cloud-based services facilitate the storage, analysis, and
retrieval of vast data produced by connected vehicles [11].
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Though V2X communication holds greater potential for
transformation, the dynamic nature of these networks brings
security issues. The possibilities of unauthorized access,
challenges to data integrity, and potential misbehavior of
vehicles are substantial. Securing V2X networks involves
safeguarding confidential data and the well-being of the
physical environment and the individuals who reside within
it [12].

With the continuous evolution of the threat landscape,
supplementary security measures become indispensable. This
is where cutting-edge technologies, such as blockchain [13]
and artificial intelligence (AI) [14], come into action. Hon-
eypots, commonly employed in the field of cybersecurity,
are currently being utilized in the realm of V2X security
[15]. Existing studies (Table I) are not used to identify recent
threats created by attackers. Therefore, we propose a system
with a dynamic and adaptive component - honeypot and
ML [16]. Real-time threat detection is made possible by
this predictive capability, facilitating a proactive response
to potential security incidents. A virtual honeypot [17],
PotRSU, is implemented in the proposed system, which
generates controlled environments to attract potential threats.
This PotRSU functions as an information-gathering system,

Vehicle-to-

Pedestrian (V2P)

Vehicle-to-Cloud 

(V2C)

Vehicle-to-Networks 

(V2N)

Vehicle-to-

Infrastructure (V2I)

Vehicle-to-Vehicle 

(V2V)

Fig. 1: General structure of V2X.

enabling the detection of malicious patterns and behaviors
as well as differentiating anomalous activities that are not
overtly malicious. Cloud-based threat intelligence further en-
sures that the knowledge acquired is not limited to a specific
area. The collaborative nature of the system ensures that
insights gained from virtual honeypots are shared with real
roadside units and cloud-based services. The implementation
of bidirectional communication significantly improves the
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TABLE I: State-of-the-art of the reviews.

Reference
No. Nature of the Work Techniques Used Datasets Used Advantages Limitations

[18]
To get the high intrusion
detection rate with minimal
time and energy consumption

Machine learning NSL-KDD Hash chain is used to avoid
the intrusions

This model may not be
suitable for the new attacks
and large datasets

[19] To classify the normal packets
from the malicious packets Deep learning KDD-99 and

CICIDS 2018
Easy to identify the different
types of attacks

Features may need to be
filtered or customized to
reduce the training time

[20]

To dynamically configure the
intrusion detection system
(IDS) based on the vehicles
location

Back propagation
neural network and
blockchain

Local samples
(Simulated results)

IDS used in the small regions
with micro blockchain.

It may require computation
and configuration overhead
for the large networks

[21]

To identify the malicious
vehicle and broadcast the
messages about the malicious
vehicles

Convolutional neural
networks Simulated results It avoids the unnecessary

collisions

Various attack detection and
mitigation techniques may
need to be examine with
different patterns

[22]
To detect the malicious node
using hypothesis testing
technique

Deep learning NSL-KDD Speedily detect the malicious
vehicles

The evaluation is not
considered for different
traffic

[23]

The trust values to
be shared between the
vehicles and identifies the
intrusions within the network

Support vector machine Simulated results

Every node is aware of the
next hop in case of any
malicious node in the
network and acting
accordingly

It may be depends on few
parameters to calculate
the trust value

[24]
To provide the IDS based
on the transfer learning
method for in-vehicle network

Hybrid approach
( Combining convolutional
neural networks (CNN)
and long short-term
memory (LSTM ))

Car hacking dataset
and Defense
Challenge 2020

Training and testing time
reduced almost 30%
compared to the previous
methods

It may not be compatible to
controller area network
(CAN) networks under the
various malicious nodes

[25] To make on effective CAN
bus system attacks LSTM

Car hacking attack
& defense challenge
2020

It can easily discriminating
the normal and attack pattern

It requires the
fine-tuning of the hyper
parameters

[26]

To make the reliability and
trustworthiness of federated
learning (FL) process using
blockchain

Federated learning UNSW-NB15
dataset

It provides a decentralized
secure reputation for
intelligent transportation
system

It may be limited to the
particular dataset and need
to consider the scalability
issues

[27]
To detect and classify the
attack in the CAN bus
networks

Ensemble Model CAN intrusion
dataset

The lack of effectiveness
of the conventional security
measures are solved

Utilization of multiple
models may requires the
computation overhead

overall security framework’s adaptability and responsiveness.

A. Motivation

An imperative requirement for robust security measures
has arisen due to the expanding prevalence of autonomous
and connected vehicles and the increasing integration of
intelligent transportation systems. V2X networks are suscep-
tible to a multitude of security risks due to their connectiv-
ity, which could compromise road safety through message
tampering, impersonation, and potential attacks on critical
components. This research addresses these difficulties by
presenting a comprehensive security framework that utilizes
modern technologies such as machine learning, and intrusion
detection systems. The proposed solution relies on the imple-
mentation of virtual honeypots in RSUs functioning as de-
coys. These are utilized to entice and detect potential threats
within a regulated setting. Moreover, the incorporation of ML
improves the system’s ability to recognize patterns of both
regular and harmful behavior inside the V2X network. In
essence, this undertaking will address the research questions
(RQ) that have been delineated:

• RQ1: How can a honeypot environment be made to
effectively imitate real-world V2X communication using
virtual RSUs?

• RQ2: How can potential security hazards, such as ma-
licious activities and unauthorized access, be identified
and responded to by the proposed IDS?

• RQ3: How to recognize and differentiate patterns of
normal and malicious behavior that are seamlessly

incorporated into the security framework of the V2X
network using ML?

• RQ4: Which machine learning approaches are suitable
for detecting threats in real-time and improving the
system’s ability to adapt and respond to new security
incidents?

B. Contribution

The main contributions of our study are as follows:
• A novel security framework that integrates the features

of honeypots, virtual RSU, intrusion detection systems,
machine learning, and edge computing has been pro-
posed and evaluated.

• Our framework attains adaptive threat detection capabil-
ities by incorporating machine learning methods. The
machine learning algorithms acquire knowledge and
identify patterns of both normal and malicious behaviors
inside the V2X network, facilitating immediate identi-
fication of potential threats and a proactive approach to
addressing security incidents.

• Our framework periodically exchanges information be-
tween PotRSU and actual RSUs in conjunction with
cloud technology thus enabling the dissemination of
knowledge about the attacker’s behavior. This enhances
global comprehension of new risks in V2X networks,
promoting a collaborative and knowledgeable security
community.

• Our proposed framework gathers information from the
PotRSU and evaluates performance metrics across var-
ious machine-learning models. By prioritizing superior
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accuracy and other performance indicators, we deter-
mine the most suitable model for detecting new security
incidents within our proposed system.

The subsequent sections of this article are structured in
the following manner: Section II knowledge about the pre-
liminaries needed to understand the framework. Section III
covers the state-of-the-art of the related works. Section IV
provides an in-depth examination of the proposed system.
Section V concentrates on presenting the outcomes and
comparing the system’s performance. Ultimately, Section VI
concludes our work.
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Fig. 2: General structure of RSU.

II. PRELIMINARIES

A. Honeypots

A honeypot is a deliberately configured decoy system
or network element designed to entice potential attackers
[28]. By assuming the appearance of a susceptible target,
it distracts malicious actors from legitimate systems and ser-
vices [29]. Honeypots contribute to the improvement of V2X
security by enticing potential threats into a regulated setting
where their activities are meticulously observed and assessed.
This enables security experts to acquire knowledge regard-
ing emergent threats, methods employed by attackers, and
weaknesses that are unique to V2X networks. By simulating
a variety of V2X components, including roadside units and
vehicles, they are capable of actively engaging with potential
attackers [30]. This dynamic exchange facilitates the collec-
tion of up-to-date information regarding attempted attacks,
allowing organizations to efficiently adjust and strengthen
their security protocols. Honeypots are purposefully set up
to deflect potential attackers’ attention from the vital parts
of the V2X networks. They function as appealing dummy
targets, thereby serving as an early warning system and
effectively mitigating the likelihood of triumphant attacks
on the authentic, critical systems encompassed within the
network. Implementing this prompt reaction mitigates the
consequences of potential attacks on V2X networks and
maintains secure and dependable communication among ve-
hicles, infrastructure, and other relevant parties.

B. RSUs in V2X Communication

RSUs are integral components of V2X communication net-
works and serve a wide range of functions. These infrastruc-
ture elements collect real-time data from a variety of sources,
including roadside sensors, traffic signals, other vehicles, and
other roadside units, to function as data aggregators [10],

[31]. Following this, the data is disseminated to adjacent
vehicles, thereby substantially augmenting their situational
awareness. They synchronize traffic signs, signal phases,
and traffic lights in response to changing traffic conditions,
thereby optimizing traffic flow.

The components of the RSU are illustrated in Figure
2. The RSU sends and receives messages and information
to/from the V2X nodes, as indicated by the V2X communi-
cation unit. It is responsible for the collection of exhaustive
data on adjacent vehicles, including but not limited to their
make, model, and other distinctive characteristics that facil-
itate vehicle identification. The RSU contains sophisticated
digital map data that enables users to locate and comprehend
routes, navigation, and the road network in the vicinity of
V2X entities. The precise location of V2X entities can be
determined and accessed by roadside units via their location
identification unit. The message suggestion unit generates
status messages for dissemination to connected vehicles. This
is achieved by utilizing the status identifier provided in the
roadside unit to determine the current state of the V2X
entities. It is the responsibility of the message-transferring
unit of the roadside unit to transmit data and messages to
nearby vehicles via V2X communication protocols [32].

C. Intrusion Detection System (IDS)
IDS are security technologies designed to protect against

unauthorized or malicious activities by monitoring network
or system activity. If such activities are detected, adminis-
trators are notified through the alert system or automated
processes [33], [34]. The proposed IDS structure for ensuring
security in V2X Networks is illustrated in Figure 3. It
collects input patterns from V2X entities such as vehicles,
pedestrians, RSU, and PotRSU. The collected information
undergoes processing in the data processing unit, where
redundant data and zero values are removed by the data
cleaning unit. To enhance model performance, only relevant
features are selected by the feature selection unit. The min-
max approach is then employed for accurate results in the
normalization part. Once the data is processed, the collected
patterns are compared with predefined malicious patterns for
identification, and patterns are classified based on behavior.
Anomaly detection involves monitoring the communications
and behavior of vehicles, aiding in identifying distinct attack
patterns like those associated with denial of service (DoS),
malware, or known intrusion attempts.

IDS also performs traffic analysis, scrutinizing network
traffic to detect and indicate suspicious or malevolent pack-
ets. This function is crucial for overseeing communication
among roadside infrastructure, vehicles, and central control
systems. Real-time alerts are generated if suspicious activity
is detected, enabling prompt action to mitigate potential se-
curity threats in vehicular networks. Consistent maintenance
and updates are critical for repelling ever-evolving threats
[35]. Additionally, it aids in detecting and resolving human-
machine interaction issues, such as unauthorized access or
tampering with vehicle control systems, and monitors the
utilization of secure communication protocols.

III. RELATED WORK

The safeguarding of V2X is a matter of great significance
that has been extensively studied in recent years. Identifying
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the presence of unauthorized vehicles is a key challenge in
this context. Employing a honeypot is also a crucial aspect
of enhancing security, as it involves identifying malicious
vehicles through the analysis of their behavior and attack
strategies. Pashaei et al. proposed a technique that detects
man-in-the-middle and distributed denial of service (DDoS)
attacks using honeypot technology for industrial control
systems (ICS). The authors suggested employing the Markov
decision process (MDP) to design the honeypot, aiming to
protect the network from unidentified attackers by analyzing
their activities. To enhance the accuracy of the proposed
system, the authors utilized classification and environmental
agents. The classification agent learns the most complex poli-
cies to increase learning capability and enable early detection
through analysis of potentially malicious behavioral patterns
[36]. Baldo et al. have developed a honeypot-based electric
vehicle supply equipment, enabling user interaction through
the dashboard. This system enhances the effectiveness of the
electric vehicle supply equipment (EVSE) device, contribut-
ing to potential improvements in future EVSE technology
[37].

Singh et al. reviewed various IDSs employed in vehicular
ad hoc networks (VANETs), exploring the associated benefits
and challenges. The authors proposed the use of a honeypot
to enhance the detection rate and bolster VANET security.
They assert that employing honeypots improves VANET
security, taking into account factors such as the number of
nodes in different locations and the types of IDSs in use
[38]. Prathapani et al. proposed an intelligent honeypot for
detecting block-hole attackers in wireless mesh networks.
In this approach, the intelligent honeypot functions as a
detection agent and issues timely alerts in case of an attack.
This method enhances the detection rate and reduces the
false positive rate. However, it’s important to note that
Prathapani et al. specifically concentrated on addressing
block-hole attacks and not on all other types of attacks
[39]. Verendel et al. identified that wireless communication
technology is more complex in vehicular communication and
is susceptible to potential attacks. The authors employed
honeypot technology to safeguard wireless communication
within and between vehicles. The data has been collected
using honeypot technology, and it is subsequently processed
and analyzed by a central processing that is controlled by the
operator. This analyzed information proves valuable in iden-

tifying attackers’ behavior, understanding their techniques,
and fortifying the defense against communication attacks in
the future [40].

Anastasiadis et al. proposed a technique that utilizes
honeypots to emulate sensors found in the internet of vehicles
(IoV). They gather logs from the honeypot, including se-
quential patterns that capture attack propagations. The honey
farm data undergoes analysis through a Markov chain model,
and graph-based algorithms are employed to train models for
identifying sequences of attack patterns from the honeypot
data. This proposed technique proves effective in identifying
common attacks and determining the geolocation of the
attacker [41]. Zhang et al. employed three types of honeypots
to detect malicious behaviors from attackers. They utilized
medium and high interaction honeypots to identify CVE-
2017-17215 attacks, which target universal plug-and-play
(UPnP) router services. Additionally, a multi-port honeypot
is implemented to enhance the honeynet’s capacity. The
proposed system effectively identified and captured unknown
malicious attacks [42].

IV. PROPOSED METHODOLOGY

The process of configuring the Edge-enabled virtual
honeypot-based intrusion detection system (EVHIDS) is a
systematic and all-encompassing procedure that strengthens
security in V2X networks, as illustrated in Figure 4. The
process commences with the roadside unit being configured
to function as a valid access point for authenticated entities
in the V2X network. This guarantees a secure connection
exclusively for authorized users. A virtual RSU (PotRSU),
is deployed to imitate an actual RSU. PotRSU functions as
a honeypot, enticing potentially malicious entities that are
proactively in search of unsecured connections. IDS, which
is strategically located near the PotRSU and acts as a monitor
for network traffic analysis.

When malicious vehicles attempt to establish connections
with PotRSU, the IDU collects essential information regard-
ing their communication strategies, behavioral approaches,
and attempted connections. Preprocessing is performed on
this data to refine and extract relevant features, such as
communication patterns and anomalies, thereby preparing
it for comprehensive analysis. The IDU incorporates an
advanced detection engine that examines the preprocessed
data by utilizing a variety of detection techniques, includ-
ing anomaly detection methods based on machine learning.
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This technique for machine learning is capable of detecting
anomalies that could potentially indicate attacks and can also
adjust to evolving attack patterns. Subsequently, anomalies
and detected patterns are transmitted to the cloud for storage,
analysis, and dissemination among authorized parties. In
the cloud, identified patterns are referenced in the form
of a decision table or database, which serves to inform
subsequent security measures. The actual roadside unit is
not left behind; it gets information on patterns found and
vehicle behavior that may be malicious. This update process
provides the actual roadside unit with enhanced capabilities
to identify and address potential hazards. The sequential steps
and operations that comprise the entire proposed system are
elaborated by Algorithm 1.

A. The data collection and preprocessing

The feature description and sample collected data are
shown in Table II and Table III respectively. Entities trying
to connect to the PotRSU are treated as malicious entities
in the proposed model. The data from PotRSU is forwarded
to the IDS for advanced processing and behavioral analysis.
We employ an ML algorithm to analyze behavior and detect
attacks to accomplish this goal. To minimize the amount of
time and resources needed, we further optimize the dataset
by selecting features using data-cleaning techniques. We
evaluated our proposed system on a 12th Gen Intel® Core™
i7-12700 CPU @ 2.10GHz, with 32 GB of RAM, running
Windows 11 Pro 64-bit. The implementation of our model
and feature engineering was done using veins-5.2 and Python
3.12. The data preprocessing phase employed by our work
involves the following operations:

1) Data cleaning: As the first step, we removed redun-
dant data and unnecessary characteristics with zero
values. Then transformed representations that aren’t
numerical into numerical values. This is an important
stage since numerical feature vectors are needed for
ML algorithms. As a result, each vector—such as
position, heading, acceleration, and speed, is converted
into three numerical values: x, y, and z.

2) Feature selection: It’s a technique for reducing data that
has an impact on model performance by shortening the
training period. We used matrix correlation and the
Random Forest approach to choose pertinent charac-
teristics. StartTime, SenderID, MessageID, Position x,

position y, and speed are among the features that have
been chosen.

3) Normalization: Data standardization is required for
optimizing algorithms. As part of normalization, we
converted every value into the range [0,1] using the
min-max scalar approach.

The system encompasses alert generation and response
mechanisms in addition to detection capabilities. When par-
ticular patterns are identified, the IDU can quickly produce
warnings, allowing security administrators to take rapid
action, which may include notifying authorities. The data that
has been gathered and the patterns that have The data that has
been gathered and the patterns that have been identified are
of great value when it comes to conducting comprehensive
research and analysis on the constantly changing threat
environment within V2X networks.
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Algorithm 1 Procedure for the EVHIDS system

1: procedure MALICIOUS VEHICLE DETEC-
TION(Ingress Traffic)
Initialize the V2X environment with PotRSU

2: - Deploy PotRSU at the edge that mimics RSUs.
3: - Set up the data collection unit and IDS unit.
4: Setting up data collection unit
5: (a)If a V2X node requests the PotRSU to establish
6: a connection:
7: - Establish connection with PotRSU.
8: - Display the ”Connection Established” message.
9: - Start capturing communication packets between

10: vehicles and PotRSU.
11: EndIf
12: (b)If no request is received from V2X nodes or if
13: the request is for RSU:
14: - Capture patterns and data from the RSU.
15: - Store captured data.
16: EndIf
17: Repeat steps 5(a),12(b) to continue listening for
18: requests and capturing data
19: Preprocess the data
20: (a) Clean the data by removing noise and irrelevant
21: information.
22: - Apply techniques such as smoothing, outlier
23: detection, and thresholding to remove noisy data
24: points.
25: - Remove categories that are not relevant to the
26: analysis or occur infrequently.
27: -Use statistical methods or machine learning
28: algorithms to detect and remove outliers from
29: the dataset.
30: (b) Transform the data into a suitable format for
31: machine learning algorithms.
32: Feature selection
33: (a) Extract relevant features from the pre-processed
34: data. Features include vehicle identifiers,
35: message types, communication frequency, etc.
36: Perform Random Forest modeling
37: (a) For each tree in the forest
38: -Randomly sample a subset of features from the
39: dataset
40: - Train a decision tree classifier using the sampled
41: features and a subset of the training data
42: Repeat 6(a) for n trees times to create an ensemble
43: of decision trees.
44: (b) For each data point in the testing set:
45: -Pass the data point through each decision tree in
46: the ensemble.
47: -Aggregate the predictions from all trees using a
48: voting mechanism for classification.
49: Deploy the model
50: -Integrate the trained ML models into the IDS
51: components at Edge.
52: IDS component
53: (a) Continuously monitor V2X communication in
54: real-time.
55: (b) If intrusion or misbehavior is identified
56: - Generate alerts
57: - Update the decision table in the edge unit as
58: well as in the Cloud
59: end procedure
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Fig. 5: Validating the efficacy of the dataset using various
models.
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V. RESULTS AND DISCUSSION

A. Evaluation Metrics

When evaluating the effectiveness of an IDS, it is crucial to
employ a variety of metrics to obtain a comprehensive under-
standing of its performance. Different metrics can highlight
various aspects of the system’s capabilities and limitations.
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TABLE II: Feature descriptions of the proposed model.

Features Description Type
Start Time Vehicle starting time Double
Sender ID Sender Identification Double

Position X The geographic position of
the X coordinate Double

Position Y The geographic position of
the Y coordinate Double

Speed Vehicle Speed Double
Message ID Message Identifier Double

Message Type Type of message a
vehicle sends integer

Attacker Type Kind of Vehicle attacking Integer
Distance Vehicle traveled length Double

Key metrics to consider include detection rate, precision,
accuracy, F1 score, and false alarm rate (FAR). These metrics
help in determining how well the IDS identifies intrusions,
the balance between correct and incorrect detection, and its
overall reliability. Below, we delve into each of these evalu-
ation metrics in detail to better understand their significance
and application in assessing IDS performance.

• Precision: The IDS’s accuracy in classifying an instance
as an attack

Precision =
TruePositives

TruePositives+ FalsePositives

• Accuracy: The overall correctness of the IDS.

Accuracy =
TruePositives+ TrueNegatives

TotalInstances

• F1 Score: A balanced measure is provided by the
harmonic mean of recall and precision.

F1 =
2× PrecisionRecall

Precision+Recall

• FAR:It calculates the percentage of negative cases that
the model mistakenly classifies as positive.

FAR =
FalsePositives

TrueNegatives+ FalsePositives

• Detection Rate (Sensitivity): The proportion of actual
attacks that the IDS correctly detects.

Sensitivity =
TruePositives

TruePositives+ FalseNegatives

• Area under the ROC Curve (AUC-ROC): The trade-
off between true positive rate and false positive rate
is indicated by the area under the receiver operating
characteristic (ROC) curve.

B. Results and Inferences

To identify a suitable ML classifier for our proposed sys-
tem, we trained and tested various models using the collected
simulated data. We evaluated the F1 score, recall, accuracy,
FAR, and precision for the machine learning models. Figure
5 presents a comparison of the accuracy, precision, recall,
F1 score, and FAR of several machine learning models. It
illustrates the comparative analysis of the performance of
different machine learning models in terms of their accuracy.
A higher position on the Y-axis indicates superior accuracy,
implying that the random forest and ensemble models have
successfully classified a larger proportion of instances cor-
rectly. Further, it can be observed that logistic regression
(LR), one-class support vector machines (1-SVM), and K-
nearest neighbor (KNN) produce less than 90% accuracy,
while Naive Bayes, XGBoost, and decision tree (DT) con-
sistently demonstrate more than 90% accuracy (Figure 5(a)).

Figure 5(b) facilitates a comparative examination of ma-
chine learning models based on their precision scores. A
higher position on the Y-axis signifies superior precision,
indicating that the models effectively minimize false posi-
tive predictions while maximizing the accuracy of positive
predictions. Ensemble models and Random Forest models
consistently exhibit high precision in the proposed sys-
tem and problem domains, showcasing their reliability in
correctly identifying positive instances with minimal false
positives. Other models like LR, KNN, and DT exhibit lower
precision, suggesting a propensity for false positive errors
or misclassifications. Figure 5(c) illustrates a comparison
based on recall scores. Ensemble and Random Forest mod-
els consistently exhibit 99% and 98% recall, respectively,
demonstrating their efficacy in correctly identifying positive
instances with minimal false negatives. Identifying disparities
in recall scores among various models provides valuable
insights into their respective performance characteristics and
suitability for specific classification tasks.

Observations from Figure 5(d) reveal variations in F1
scores across different machine learning models. XGBoost
and Random Forest models consistently demonstrate high F1
scores for the proposed system, indicating their robustness in
achieving both high precision and high recall simultaneously.
Observations from Figure 5(e) reveal variations in false alarm
rates across different machine learning models. Random
Forest and Ensemble models consistently exhibit low false
alarm rates across diverse datasets and problem domains,
indicating their reliability in correctly identifying negative
instances without generating excessive false positive errors.
It can also be studied that KNN, DT, Naive Bayes, and LR
demonstrate higher false alarm rates, suggesting potential
challenges in achieving a balance between sensitivity and
specificity. Figure 8 illustrates the summary showcasing all
evaluation metrics. Our analysis could also illustrate that
Random Forest yields 100% accuracy, while the ensemble
technique yields 69% accuracy when comparing the receiver
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Fig. 8: Summary of evaluation of simulated data using different models.

TABLE III: Sample collected data of our proposed model.

Event ID Start Time Sender ID Message ID Position Position Y Speed Message
Type

Attacker
Type Distance

117 84.000003028978 96 433 1650.8062082113 2450.6248001783 13.998578815588 0 0 1953.3239315228
118 84.000003065903 102 434 1578.4613427264 2120.9360540062 13.999785439738 0 0 1939.0937131065
119 84.000003124501 108 435 1659.3938795371 2450.4780716181 13.999869057706 0 0 1923.3887349534
120 84.000003185663 114 436 1578.4506684253 2120.5707901428 13.999121439538 0 0 1904.622529885
121 84.000003403311 120 437 1672.1913562855 2450.659299592 13.999107769125 0 0 1884.5697129513
122 84.000003445943 126 438 1578.4476927174 2120.9589145361 13.999044324374 0 1 1865.6182666987
123 84.00000349302 132 439 1680.9291924543 2450.5176811377 13.999889892975 0 0 1844.075495343
124 84.000003498109 156 443 1578.4548774119 2120.90069908 13.999109892272 0 0 1821.0371727861
125 84.000003524896 150 442 1696.8696804541 2450.2645866362 13.999095289605 0 0 1797.7156332141

TABLE IV: Analysis of the proposed system with different models.

Name of the Model Dataset Used Accuracy Precision Recall F1 Score
KIDS Model [43] CIC-IDS 2017 dataset 98.6 98.02 98.27 98.92
Deep Neural Network [44] CAN Dataset 98.68 96.78 96.72 96.71
Stacking [27] CAN intrusion dataset 98.5 98.7 98.5 98.5
KIDS-UIDS [43] i-VANET dataset 98.6 98.2 98.5 98.6
BiGAN [45] KDD99 89.5 83.6 99.4 90.8
BiGAN Extended Model [22] NSL-KDD 92.15 96.1 96.1 96.1
Support Vector Machine [46] CAN Bus Dataset 97.9 98 96 97
Our Proposed Model Simulated Results 99.01 99 99 99

operating characteristics (ROC) of the two methods. Ac-
cordingly, we infer that the Random Forest approach is
appropriate for our framework.

Figure 6 and 7 display a comparison of the training and
testing accuracy of various ML classifiers and ROC. The
accuracy comparison reveals that the Random Forest model
performs well for our proposed system in both training and
testing scenarios. The ROC curves for the Random Forest,
Ensemble model, and Naive Bayes indicate that the Random
Forest model achieves 100% accuracy. Our proposed method
is further compared with the existing IDS dataset [50],

It can be observed that our proposed work achieves an
accuracy of 99.01% for the Random Forest classifier, while
the existing work using the Random Forest classifier achieves
98.60% accuracy. Hence, our proposed method effectively
detects malicious nodes present in the V2X network. The
training and testing times for this model won’t have an
impact on the system’s performance in our suggested work.
To ensure that the training and testing phases of the ML
model do not interfere with the real-time communication
between RSU and other connected devices, they must be
carried out independently of other system entities, such as
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Fig. 9: Analysis of our proposed system with performance metrics.

TABLE V: Analysis of attack detection rate (%) of the
proposed model with different attacks.

Reference Brute Force
attack

Botnet
attack

DoS
attack

[47] 92.7 95.9 96.7
[48] 92.8 97.9 98.1
[49] 90.9 97.3 96.3
[43] 93.9 98.9 98.5
Our model 98.8 99.02 99.22

TABLE VI: Analysis of the proposed system with perfor-
mance metrics (%).

Reference Accuracy Recall Precision F1 Score
Karthiga et al. [43]
(CIC-IDS 2017 ) 98.6 98.27 98.02 98.92

Basavaraj et al. [44] 98.68 96.72 96.78 96.71
Alalwany et al. [27] 98.5 98.5 98.7 98.5
Karthiga et al. [43]
(i-VANET ) 98.6 98.5 98.2 98.6

Kaplan et al. [45] 89.5 99.4 83.6 90.8
Khalil et al. [22] 92.15 96.1 96.1 96.1
Marouane et al. [50] 98.6 96.3 88 97.2
Refat et al. [46] 97.9 96 98 97
Our model 99.01 99 99 99

other vehicles and RSU. The IDU sends alert messages to
the RSU and updates the patterns in the cloud for future
reference. Table V presents a comparative analysis of our
proposed model against other methods based on detection
rates. The EVHIDS model demonstrates better detection rates
for certain attacks, such as botnet attacks, denial-of-service
attacks, and brute force attacks in the V2X environment.
Our model is compared with various datasets and the results

are shown in Table IV, Table VI, and Figure 9. The results
exhibit significantly higher accuracy, precision, recall, and
F1 score, which stand at 99.01%, 99%, 99%, and 99%,
respectively.

VI. CONCLUSION

In conclusion, our proposed work introduces a pioneering
approach to enhance vehicle security in V2X networks
through the deployment of a PotRSU with an Intrusion
Detection System. The amalgamation of virtual honeypot
technology and machine learning, strategically positioned
at the network edge, represents a significant leap forward
in proactively identifying and mitigating potential risks in
V2X communications. Our comparative analysis demon-
strated the system’s adeptness in distinguishing between
malicious and regular behaviors, showcasing its adaptability
to V2X scenarios. The results underscore the potential of our
proposed method to elevate the security posture of intelligent
transportation networks. By actively engaging and evaluating
potential threats in a controlled environment, our system
utilizes machine learning techniques to stay ahead of emerg-
ing threats, continuously adapting, learning, and improving
over time. The study’s findings underscore the importance of
proactive security measures in V2X networks and the critical
need for intelligent and flexible defenses against the ever-
changing landscape of cyber threats. The knowledge gained
from this research contributes to the broader discourse on
safeguarding connected vehicles, fortifying resilience, and
ensuring the integrity of next-generation intelligent trans-
portation systems.
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