
 

Abstract—Siamese networks utilize deep learning models to 

achieve a balance between tracking speed and accuracy in visual 

object tracking. However, in low light and other challenging 

lighting conditions, the contours and textures of the tracked 

object may not be accurately represented in the feature maps. 

This can result in blurriness and interference from similar 

distractions, as non-edge features may be overlooked. To tackle 

these challenges, this paper proposes a multi-feature object 

tracking approach that combines Siamese networks with Local 

Binary Patterns (LBP) and attention mechanisms. After 

preprocessing the video frames for LBP feature extraction, the 

resulting local binary pattern maps are input into a SiamRPN 

network, with ResNeSt as its backbone. The incorporation of 

local binary patterns enhances feature representation by 

capturing texture information from the target's appearance. 

Additionally, a coordinated attention mechanism is applied after 

each feature layer of the network to further improve tracking 

accuracy. This mechanism dynamically adjusts the weights of 

different features to optimize performance across various 

scenarios. The target's position is then determined by merging the 

deep and shallow features retrieved by the network, which are 

subsequently fed into the RPN network for regression 

classification. Experimental results demonstrate the effectiveness 

of the proposed algorithm in tracking objects. 
 

Index Terms—Attention Mechanism, Feature Fusion, LBP 

Features, Siamese Networks 
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I. INTRODUCTION 

BGECT tracking is one of the main areas of study in 

computer vision, with a great deal of potential for 

advancement and practical utility.It is widely used in military 

equipment[1], smart healthcare[2], robotics[3], and 

autonomous driving[4], among other fields. Predicting a 

target's location and form in every frame of a movie is the goal 

of object tracking. It is crucial to identify the background and 

other distracting elements from the target in the video and 

annotate the target object appropriately, given the target's 

initial position and scale information in the first frame. 

Subsequently, the ongoing localization and size estimation of 

the target are performed in the following video frames. 

Convolutional neural networks have become a widely used 

method due to advancements in deep learning, and object 

tracking using deep learning has become a popular research 

area. One prevalent approach is the Siamese network-based 

target tracking method, which trains trackers end-to-end using 

datasets and frames the target tracking issue as a similarity 

matching problem. Siamese networks leverage deep learning 

models to achieve a balance between tracking speed and 

accuracy in visual object tracking. However, variations in 

lighting can lead to overexposure of the target image, resulting 

in a loss of features and hindering real-time tracking, 

ultimately causing the target to be lost. A significant challenge 

in visual object tracking technology is its struggle to 

effectively extract information from the target when it closely 

resembles its surroundings. The target may undergo 

deformation, the network model may fail to capture its features 

adequately, and important feature points may be lost due to 

unclear local texture features in the image, which can lead to 

the extraction of highly similar background information. 

This research suggests a shallow-deep fusion target tracker 

based on Siamese networks that integrate coordinated attention 

and LBP characteristics in order to overcome the 

aforementioned problems. It is mostly divided into two 

sections: 

1) Conventional target tracking network models usually use 

just deep features for target feature extraction, or they use 

classic manual feature extraction methods, ignoring the impact 

of shallow and local texture features on target tracking. In 

order to address the issue of low accuracy and resilience of 

single-depth feature extraction in the environment, this paper 
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uses a fusion strategy combining local binary pattern features 

with deep and shallow features. As a traditional technique for 

describing textures, LBP features exhibit considerable 

resilience to variations in lighting. Following preprocessing, 

we first extract the target's LBP features and then combine 

them with shallow and deep features that we retrieved from 

video frames using Siamese networks. The poor pace of other 

deep learning networks caused by employing pre-trained 

networks for feature extraction can be addressed with Siamese 

network-based target trackers. Since Siamese networks 

provide robust tracking capabilities along with higher speed, 

this paper also explores this kind of target tracker. 

2) We suggest adding a coordinated attention module after 

each feature layer of the backbone network to enhance the 

selection of relevant information for the task within the 

network and link feature information between convolutional 

layers with spatial information when extracting features from 

images. In order to effectively address the issue of losing 

positional information, the coordinated attention module 

assists deep networks in adaptively adjusting the focus on 

various feature layers. This increases the network's focus on 

semantic information associated with the target. Grayscale 

invariance of LBP features highlights the edge properties of 

video information, which makes them appropriate for target 

and background separation. Shallow features are useful for 

target localization because they provide appearance 

information that helps differentiate the target from comparable 

interfering items and from the backdrop. Thus, we first extract 

LBP features from video frames, and then we use Siamese 

networks to extract shallow and deep features. Finally, we use 

skip connections to merge the shallow and deep features. 

Numerous testing outcomes suggest that our suggested 

method performs well in current benchmark tests. This paper's 

remaining sections are arranged as follows: Part III outlines 

our methodology, while Part II introduces relevant work. Part 

V concludes; Part IV covers the network's performance test 

findings and training procedure. 

 

II. RELATED WORK  

Three phases can be identified in the evolution of object 

tracking technology. The initial phase, which started in 2000, 

focused mostly on object tracking using machine learning and 

classical techniques. These methods required little in the way 

of hardware resources, operated quickly, and had minimal 

computational complexity, but their accuracy and resilience 

were lacking. Correlation filter-based trackers emerged in the 

second stage, which spanned 2010 to 2016, most notably with 

the launch of the MOSSE[5] tracker. These trackers' great 

speed and precision allowed them to perform admirably on a 

variety of evaluation datasets. In the third stage, which began 

in 2016 and is ongoing, deep learning algorithms have become 

more popular. One notable example of this is the use of 

Siamese networks in object tracking technologies. These 

algorithms continuously enhance their robustness and 

accuracy in object tracking with the progressively rich dataset 

settings thanks to their strong end-to-end learning capabilities. 

As such, they have attracted a great deal of interest from 

scholars lately. 

The template branch and the search branch are the two 

branches used for object tracking in the Siamese network, 

which uses weight sharing between two neural networks. 

Essentially, the search branch's frame features are subjected to 

convolution operations by the template branch, which 

functions as a kernel in the process. By means of end-to-end 

training, the tracking problem is converted into a similarity 

matching problem as the network immediately learns the 

representation of the target from raw data.Siamese Instance 

Search for Tracking (SINT), the first object tracking technique 

utilizing the Siamese network framework, was put forth by Tao 

Ran et al. [6]. SINT offers a unique method for doing object 

tracking by treating it as target matching. Later, fully 

convolutional networks (FCNs) were included into the 

Siamese network framework by L. Bertinetto et al. [7], leading 

to the introduction of Fully-Convolutional Siamese Networks 

for Object Tracking (SiamFC). While SiamFC, an early 

Siamese network-based tracking algorithm, satisfies real-time 

tracking criteria, accuracy and resilience are still lacking.In 

order to tackle this, Li et al. [8] integrated the Region Proposal 

Network (RPN) into the SiamFC framework, proposing 

SiamRPN, taking inspiration from the Faster R-CNN 

[9]technique used in object detection. SiamRPN is made up of 

two functional modules: the RPN module for proposal 

generation, which generates candidate target regions, and the 

Siamese module for feature extraction, which has the same 

structure as the SiamFC network. There are two branches in 

the RPN module: one for regression and one for classification. 

The regression branch pinpoints the exact location of the 

targets, whereas the classification branch distinguishes 

between targets and backgrounds. Figure 1 shows the 

SiamRPN network architecture. 

Wang et al. [10] have developed SiamMask, a different 

approach that can simultaneously do object segmentation and 

tracking, as a means of enhancing SiamFC. Zhang et al. [11] 

created the SiamDW method, which optimizes the Siamese 

network's backbone network. By using Cropping-Inside 

Residual (CIR) units—which are enhanced based on residual 

modules—it lessens the detrimental effects of biases brought 

on by padding operations on object tracking. By improving 

SiamRPN's backbone network, Li et al.'s SiamRPN++ [12] 

produces a deep Siamese network model with several layers of 

feature fusion. During the feature learning process, our model 

overcomes the propensity of deep networks to give more 

weight to an image's central position. 

Local Binary Pattern elements have been added to object 

tracking by certain academics in the past few years. LBP 

characteristics are renowned for their superior texture 

description capabilities and low sensitivity to variations in 

lighting. Researchers want to improve their ability to represent 

the target and capture object properties at a higher level by 

combining LBP features with deep learning techniques. 
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Fig. 1.  SiamRPN network structure 

 

Effectively integrating LBP features with deep learning 

techniques is still a challenge in the research that has already 

been done. Furthermore, it is still urgently needed to address 

the issue of varying the attention of features at different layers 

in deep networks. The goal of this research is to improve the 

problem of multi-level information mining in object tracking 

by presenting a coordinated attention mechanism and an 

information fusion approach based on LBP characteristics. 

Next, we will present an in-depth description of our 

methodology and use tests to show how effective it is in object 

tracking tasks. 

 

III. OUR APPROACH 

A. LBP feature extraction 

The process of extracting unique and reliable features from 

image sequences in order to characterize the appearance and 

motion information of targets is known as feature extraction, 

and the quality of this step has a direct impact on how well 

tracking algorithms perform. Conventional tracking 

techniques frequently track target objects using only one 

feature, which can lead to incomplete feature representation 

during tracking, which in turn causes poor tracking 

performance and results. Moreover, the majority of deep 

learning-based tracking techniques rely only on deep semantic 

features extracted by artificial neural networks, ignoring the 

enhancement effect of image local texture features and shallow 

features containing appearance information on tracking 

performance.. In this research, we first extract LBP features 

from video frames following preprocessing. The video frames 

with the LBP features that were extracted are then sent into a 

Siamese network for training. We use skip connections to 

combine shallow and deep features that we extract from the 

Siamese network, which improves the features' capacity to be 

represented. 

Since its initial proposal by Ojala et al. [13] in 1994, the 

Local Binary Pattern has been widely used because of its 

exceptional capacity to characterize local texture elements in 

images. The LBP operator has great discriminability, high 

computational efficiency, and invariance to monotonic 

grayscale changes. This technique compares each pixel's 

grayscale value to that of its nearby neighboring pixels, 

converting the comparison findings into binary values to create 

local binary patterns. It is based on the grayscale disparities 

between local pixels in a picture. The primary disadvantage of 

the basic LBP operator, however, is that it can only 

accommodate a limited area and a fixed radius range, making 

it unable to accommodate textures with varying sizes and 

frequencies. Ojala et al. [14] extended the 3×3 neighborhood 

to any neighborhood and substituted a circular neighborhood 

for the square one in order to increase the LBP operator's 

ability to adapt to texture features of varied scales and achieve 

grayscale and rotation invariance. An arbitrary number of 

pixels can be included in a circular neighborhood with radius 

R via the enhanced LBP operator. This results in LBP 

operators, which may be described mathematically as follows: 

these operators have a radius of R and contain P sampling 

points within the circular region. 

   
, 1

LBP ( , ) ( ( ) ( ))*2
P m

P R c c m
x y s I m I c

=
= −            (1) 

Where I(c)  indicates the grayscale value of the center pixel, 

I(m)  indicates the grayscale value of the m th point on the 

circular boundary, and m  indicates the m th sampling point 

out of a total of P  sampling points within the circular region. 

The circular boundary has m  points in total, and these points' 

coordinates are as follows: 

2
*cos( )

2
*sin( )

m c

m c

m
x x R

p

m
y y R

p






= +



 = −


                        (2) 

The formula for s(x)  is still the same as it was in the initial 

LBP and is written like this: 

1, 0
( )

0,

x
s x

otherwise


= 



                               (3) 

Figure 2(c) shows the LBP feature extraction for the video 

frame with R=1 and P=8. Since picture (a) is a color image, the 

first step after preprocessing the video sequence is to convert 

it to grayscale. Image (b) shows the sequence's resulting 

grayscale image. After that, LBP feature extraction is carried 

out, producing the local binary pattern that is seen in image (c).
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(a) Original sequence diagram                         (b) Grayscale sequence diagram                                     (c) Local binary plots 

Fig. 2  LBP feature extraction 

 

In comparison to the original video, the frames processed 

through Local Binary Pattern feature extraction exhibit 

enhanced texture information. These texture images are 

proficient in detecting edges and corners, thereby emphasizing 

their edge characteristics, even in the presence of noise and low 

resolution. Additionally, LBP features demonstrate robustness 

against noise and variations in lighting, which aids in 

alleviating feature distortion caused by environmental changes. 

The integration of LBP features with the feature learning 

capabilities of Siamese networks facilitates improved 

adaptability to target tracking tasks across various challenging 

conditions. The advantages of LBP features, including 

invariance to rotation and illumination, as well as a strong 

correlation with target variations, are fully utilized when 

training the deep learning network SiamRPN on a dataset 

comprising textured video frames. Consequently, the 

SiamRPN model is able to identify target feature information 

with greater accuracy when trained on textured video frames 

compared to conventional video frames. 

B. twin network tracker with multi-feature fusion to 

coordinate attention mechanisms 

Conventional trackers such as SiamFC and SiamRPN 

extract features using the conventional five-layer AlexNet 

backbone. We substitute ResNeSt for the conventional 

AlexNet backbone in order to deepen the network. We do not 

apply score-level fusion to the feature information once feature 

extraction is finished, with the exception of the last layer. It is 

evident by visualizing the graphics of each depth layer that the 

resolution of the feature maps reduces as network layers and 

depth rise. They are separated into three layers: shallow, 

medium, and deep. While the medium layer can roughly 

identify the target's appearance, the deep layer cannot 

recognize the target's appearance but contains semantic 

information that makes it more robust to deformations in target 

images and suitable for target classification. The features in the 

shallow layer have the highest resolution and contain detailed 

appearance information. In light of these findings, we suggest 

fusing shallow and deep features to compensate for each 

other's shortcomings and enhance target tracking performance. 

This paper selects picture features through the feature fusion 

process by incorporating an attention mechanism [15] since 

not all features in the network layers are helpful. It has less of 

an impact on tracking performance when greater weights are 

given to feature information that is relevant to the tracking job 

and lower weights are given to irrelevant feature information. 

This helps with improved feature extraction by guaranteeing 

efficient feature extraction for the target object across all 

channels. Figure 3 shows the process of feature fusion. 

The Convolutional Block Attention Module (CBAM) is the 

most widely used framework at the moment [16]. Although it 

takes into account both spatial position and channel 

information, the large-scale pooling it uses may cause 

positional information in image frames to be lost. As a result, 

we present Coordinate Attention, a rather more recent 

technique [17]. Figure 4 illustrates its particular structure. The 

operation of the coordinate attention block consists of two 

parts: coordinate information embedding and coordinate 

attention generation. The latter focuses on acquiring positional 

information and generating weight values, while the former 

encodes channel information in both horizontal and vertical 

dimensions.
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Fig. 4  Coordinating the attention calculation process 

 

1） Coordinate information embedding 

Based on the given input feature  1 2, , , C H W

cX x x x  =  , 

for each channel, a pooling kernel of size (H,1) or (1,W) is used 

to encode in the horizontal and vertical directions, respectively. 

Therefore, the output of the c-th channel at height H can be 

represented as: 

0

1
( ) ( , )h

c c

i w

z h x h i
W  

=                                (4) 

In a similar vein, channel C's output at width W is: 

             

0 H

1
( ) ( , )w

c c

i

z w x j w
H  

=                               (5) 

2） Coordinate attention generation 

The length of the two encoded features is then converted to 

( )H W+  by concatenating them along the spatial dimension. 

They are then processed with a common convolutional 

transformation function 
1F , producing the following outcomes: 

                  
1( ( , ))h wf F z z  =  

                                 (6) 

In this case, / ( )c r H Wf  +  is the intermediate feature 

mapping that encodes spatial information in both horizontal 

and vertical directions, ,h wz z  
 stands for concatenation 

operation along the spatial dimension, and   indicates a 

nonlinear activation function.After that, f  is divided into two 

distinct tensors along the spatial dimension. To convert hf  

and wf  into tensors with the same number of channels as the 

input X, two convolution transformations are applied to them, 

accordingly. Last but not least, a sigmoid activation function 

is used to produce: 

               
( ( ))

( ( ))

h h

h

w w

w

g F f

g F f





 =


=

                                       (7) 

hF  and 
wF  are two convolutions, hg  and 

wg  are two-

dimensional weights. 

Ultimately, the input feature X  is fused with 
hg  and 

wg  

to produce the Coordinate Attention Module's output. 

 

                  ( , ) ( , ) ( ) ( )h w

c c c cy i j x i j g i g j=                       (8) 

 

To enhance the attentional scope while reducing 

computational demands, the Coordinate Attention Module 

incorporates spatial location information into channel attention 

mechanisms. This module effectively mitigates the loss of 

positional information that arises from the two-dimensional 

global pooling utilized in the Convolutional Block Attention 

Module (CBAM). It achieves this by amalgamating both 

channel and spatial coordinate information into the generated 

attention map through the use of two concurrent one-

dimensional feature encoders. It functions as a plug-and-play, 

adaptable, and lightweight model that successfully handles 

long-range dependence difficulties in addition to taking into 

account channel and spatial information. 

On the basis of the aforementioned research, we suggest a 

shallow-deep multi-feature fusion network with LBP-based 

attention for SiamRPN. Figure 5 shows the network 

architecture. The search image is set to 255×255, and the 

template image is set to 127×127. Following preprocessing, 

LBP feature extraction is applied to the video frames. The 

SiamRPN network is then trained using the local binary pattern 

maps that are produced. Deep and shallow features are then 

retrieved and combined at the feature level. To complement 

deep and shallow information, the conv3 and conv5 layers 

from both branches are merged using skip connections after 

going through the coordinated attention method. We utilize 

Max pooling and 1×1 convolutional modules to standardize the 

dimensions of the fused feature maps, thereby preserving 

spatial information, as the size and channel dimensions of 

feature maps differ across various layers of the network. The 

RPN network receives the fused feature maps after that in 

order to process them further. To improve model 

representation and real-time performance, the weighted fused 

final outputs from the regression and classification branches 

are combined. To differentiate between the target and 

background, the classification branch is required to compute 

the intersection over union (IOU) between the predicted and 

actual bounding boxes of the target. Regression branch adjusts 

for anticipated scale changes during early tracking stages by 

precisely matching the predicted bounding box with the actual 

target state. Coordinated attention is added to the shallow-deep 

feature fusion network to filter out far-off disturbances with 

little effect. This results in more convergent peaks without 

subtle or dispersed disturbances in the score map, which 

increases tracker accuracy.
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IV. EXPERIMENT 

A. Details of the experiment 

The experimental setup employed the Ubuntu 16.04 LTS 

operating system, equipped with an Intel Xeon E5 central 

processing unit (CPU) and an NVIDIA 2080 Ti GPU. The 

software utilized for the experiment was MATLAB version 

2018b. The datasets incorporated in this research included 

GOT-10k[18],ILSVRC[19],OTB2015[20], and VOT2018[21]. 

The network hyperparameters were configured with a learning 

rate of 0.005, a batch size of 16, and a total of 80 epochs. 

B. Training details 

We trained the network more thoroughly on the ILSVRC 

and GOT-10k datasets because we used ResNeSt as the 

backbone network instead of the more conventional AlexNet, 

and ResNeSt had previously been populated with image labels 

on the ImageNet dataset. In order to create the final score map, 

we first extracted features from the template and search photos 

using CNN, then we performed pertinent procedures. The 

following sums up the complete procedure: 

          ( , ) ( ( ), ( ))S z x f z x =                                        (9) 

In this case, ( )z  stands for the features of the template 

picture, ( )x  for the features of the search image, ( )f  for 

related operations, ( , )S z x  for the similarity between the 

template and search images, and the network's ultimate 

objective is to maximize ( , )S z x . The logical loss function, 

which is defined as follows, is used to train the network. 

      1
( , ) log(1 exp( [ ] [ ]))

u D

L y v y u v u
D 

= + −              (10) 

In the score map, u stands for a score point,  v u  for its 

similarity score, and  y u  for its ground truth label. Stochastic 

gradient descent (SGD) is used to optimize the loss function 

and update and obtain the weight parameters of the network. 

 y u  is defined based on the position of any point on the score 

map with respect to the target center. 

             1 || ||
[ ]

1

k u c R
y u

otherwise

+ − 
= 

−

                        (11) 

Where c is the target image center point and k is the network 

step size. 

To obtain patches measuring 127×127 pixels for the 

template image and 255×255 pixels for the search image, we 

perform cropping around the designated target position during 

the training process. In instances where the cropped area is 

insufficient in size, we utilize the average RGB values to 

populate the incomplete sections. 

The RPN network is then trained using the outputs ( )z  

and ( )x  from the two branches of the Siamese network. 

Using two distinct convolution procedures, ( )z  is initially 

divided into two branches, 
cls( )z  and 

reg( )z , which 

correspond to 2k and 4k channels, respectively, in the 

correlation operation. Convolutions are also used to divide 

( )x  into two branches, ( )clsx  and 
reg( )z . The number 

of channels in ( )x  stays the same, in contrast to ( )z . After 

that, a unique "convolution" operation is carried out with the 

feature maps of ( )clsx  and ( )regx  as kernels, producing 

outputs with sizes of 17x17x2k and 17x17x4k, respectively. 

The definition of the convolution operation is as follows: 
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w h k cls cls
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w h k reg reg

A x z

A x z

 

 

 

 

= 

=
                        (12) 

The convolution operation is represented by the symbol *. 

The ultimate output of the classification branch consists of a 

feature map that includes 2k channels, with K denoting the 

number of anchors. Each of the k groups within this feature 

map is associated with a score map consisting of two channels, 

which reflect the scores for foreground and background 

classifications. Conversely, the regression branch produces a 

feature map with 4,000 channels. These channels are not only 

divided into K groups but are also organized into sets of four, 

which correspond to the dimensions and central positions of 

each anchor. 

C. OTB2015 experiments 

In the context of the OTB2015 datasets, Precision and 

Success are two key metrics employed to evaluate the 

performance of tracking algorithms. The evaluation of tracker 

robustness is conducted through the One Pass Evaluation (OPE) 

methodology. 

1) Accuracy 

Utilizing the Euclidean distance computation, we assess the 

proportion of video frames that fall below a specified threshold. 

The subsequent section presents a structured outline of the 

formula: 

        2 2( ) ( )u r u rs x x y y= − + −                                 (13) 

The center point of the ground truth is denoted by ( ),r rx y  

in the equation, and the center point of the anticipated 

bounding box is represented by ( ),u ux y . Better tracking 

performance is indicated by a smaller value of s. We may 

create a curve by changing the threshold, and higher values 

signify the tracker's improved performance. 

2) Success 

The Overlap Score (OS) can be utilized to quantify the 

effectiveness of target tracking. It is computed as follows: 

    | |

| |

bounding box ground truth box
OS

bounding box ground truth box

       
=

       
        (14) 

where •  stands for the quantity of pixels in the area. Object 

tracking is considered successful when the OS (Object 

Similarity) value of any given frame exceeds a predetermined 

threshold; conversely, it is classified as unsuccessful if the 

value does not meet this criterion. Typically, the threshold is 

established at 0.5. 

3) Single Trip Assessment 

In order to establish the ground truth target location, the One 

Pass Evaluation for testing tracking utilizes solely the initial 

frame of the video sequence. Subsequently, the algorithm is 

executed to assess its accuracy and success rate. Experimental 

evaluations are conducted on the OTB2015 dataset to assess 

the performance of the proposed algorithm in comparison to 

leading tracking algorithms, specifically DSST, SAMF[22], 

SRDCF[23], SiamFC, and SiamRPN++. These trackers are 

based on Siamese networks, whereas DSST, SAMF, and 

SRDCF are correlation filter-based trackers. Figure 6 presents 

a comparative analysis of the results obtained from our 

proposed methodology in relation to alternative tracking 

algorithms. Figure 6(a) presents the precision plot, wherein 

"Ours" denotes the algorithm proposed in this study. The score 

located in the upper right corner indicates the tracker's 

performance when the center inaccuracy of the pixel distance 

is set to 20. In Figure 6(b), the success plot is illustrated, with 

the score in the top right corner representing the area under the 

curve. The results of the tests indicate that the proposed 

algorithm surpasses other tracking algorithms in terms of both 

precision and success rate. Additionally, Table I offers a 

comprehensive comparison of the performance disparities 

among various tracking algorithms based on these two metrics. 

The approach presented in this research outperforms 

SiamRPN++ in terms of precision and success rate, by 3.16% 

and 2.64%, respectively. The gains in precision and success 

rate over SRDCF are 12.1% and 4.85%, respectively. Our 

method reaches a tracking speed of 65 frames per second, 

which is 10 frames faster than SRDCF, 38 frames faster than 

SAMF, and 43 frames faster than DSST. The technique still 

satisfies the requirements for real-time tracking, despite the 

fact that the addition of the coordinated attention mechanism 

and the merging of shallow and deep features under the LBP 

framework have increased the computational cost of the 

algorithm and caused a modest decrease in tracking speed. We 

tested in 11 unconstrained environments: "low resolution," 

"background clutter," "out of view," "out-of-plane rotation," 

"in-plane rotation," "fast motion," "motion blur," 

"deformation," "occlusion," "scale variation," and 

"illumination variation" in order to learn more about the 

algorithm's tracking performance in various settings. Figures 7 

and 8, respectively, present comprehensive precision and 

success rate data. 

 
TABLE I 

PRECISION AND SUCCESSION SCORES OF TRACKER. "IMPROVE" INDICATES OUR TRACKER’S IMPROVEMENT OVER 

OTHER, AND "SPEED" INDICATES THE TRACKING SPEED 

Tracking Precision score Success score                             
Improve(%) 

Speed(FPS) 
Pre. (%) Succ. (%) 

SiamRPN++ 0.854 0.758 3.16 2.64 160 

SiamFC 0.828 0.735 6.4 5.85 86 

SRDCF 0.793 0.742 12.10 4.85 55 

SAMF 0.774 0.676 13.82 15.09 27 

DSST 0.756 0.634 16.53 22.71 22 

Ours 0.881 0.778 - - 65 
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(a)Precision                                                                                                  (b)Succession 

Fig. 6  presents the analysis of precision and success rate on the OTB2015 dataset using OPE 
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Fig. 7  illustrates the precision plots on OTB2015 for 11 tracking scenarios including "Low Resolution," "Background Clutter," "Out of View," "Out-of-Plane 

Rotation," "In-Plane Rotation," "Fast Motion," "Motion Blur," "Deformation," "Occlusion," "Scale Variation," and "Illumination Variation." 
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Fig. 8  depicts the success plots on OTB2015 for 11 tracking scenarios including "Low Resolution," "Background Clutter," "Out of View," "Out-of-Plane 

Rotation," "In-Plane Rotation," "Fast Motion," "Motion Blur," "Deformation," "Occlusion," "Scale Variation," and "Illumination Variation." 

 

Coordinated attention is incorporated into the proposed 

approach, which improves target localization accuracy by 

giving the target image more weight and decreasing the weight 

of distractions during feature extraction. Furthermore, training 

with local binary pattern pictures improves the target's edge 

properties, reducing the effect of lighting fluctuations on 

tracking accuracy. Furthermore, the integration of shallow and 

deep features, leveraging the visual characteristics of shallow 

layers, significantly diminishes the discrepancy between the 

projected and actual target bounding boxes. The experimental 

results show that the suggested method consistently scores 

highest across all assessment metrics in the 11 unconstrained 

scenarios.Impressively, it performs exceptionally well in 

scenarios like illumination variation and in-plane rotation, with 

precision rates 7.73% and 10.42% higher than the second-

ranked SiamRPN++ and 18.28% and 12.34% higher than the 

third-ranked SRDCF and SiamFC, respectively. Additionally, 

the algorithm continues to win in scenarios such as Scale 

variation and Motion blur, with success rates that beat those of 

the second-ranked SiamRPN++ by 8.16% and 4.77%, and the 

third-ranked SiamFC by 12.61% and 8.99%, respectively. 

Figure 9 shows tracking results from six chosen test videos in 

order to give a more comprehensible representation of the 

tracking performance. 

D. VOT2018 experiments 

Three assessment measures were used to assess the trackers 

in the VOT2018 testing: robustness, accuracy, and expected 

average overlap (EAO). 

1)  Robustness 

The number of tracking failures is used to measure 

robustness; lesser values correspond to a tracker that is more 

robust. 

2) Expected Average Overlap (EAO) 

A tracker's accuracy and robustness are measured using 

EAO, where larger numbers denote greater performance. 

Using the VOT2018 dataset, we evaluated our suggested 

approach against SiamRPN++, SiamFC, KCF, DSST[24], 

SAMF, ACT[21], SiamAN[21], ColorKCF[25], and 

TCNN[26]. Figure 10 presents a comparison plot of robustness 

and accuracy derived from the VOT2018 dataset, where 

robustness is indicated on the horizontal axis and accuracy on 

the vertical axis. The position of the tracker in relation to the 

top-right corner of the graph correlates positively with its 

performance. The data illustrated in the graph clearly indicates 

that the proposed method demonstrates superior performance 

in both accuracy and robustness. 

The 10 trackers' comprehensive quantified results across a 

range of performance evaluation indicators are shown in Table 

Ⅱ. Table Ⅱ clearly shows that, with the exception of speed, the 

tracking strategy suggested in this research produces the 

highest test scores. Nonetheless, our suggested method's 

tracking speed satisfies real-time needs. According to these 

comparisons, SiamRPN++, which is rated second, is ranked 

lower in terms of EAO by 9.47%, Accuracy by 8.49%, Failures 

by 18.19%, and Overlap by 2.66%. 

E. Ablation experiments 

A series of ablation experiments was conducted to validate 

the impact of each functional module on tracking performance, 

as presented in Table III. In these experiments, the phrase 

"Without any modules" refers to the utilization of the ResNeSt 

backbone network in isolation for tracking purposes, while the 

symbol "+" signifies the incorporation of the corresponding 

functional module in conjunction with the ResNeSt network. 

Table 3 indicates that the tracking precision and success 

rates decrease to 0.807 and 0.688, respectively, when solely 

utilizing the ResNeSt backbone network on the OTB2015 

dataset. The incorporation of  LBP feature extraction results in 

a modest improvement in tracking accuracy and success rates, 
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which rise to 0.818 and 0.703, respectively. While the 

performance of both levels of fusion operations is better than 

that of individual operations, multi-level fusion achieves 

higher performance. With 0.881 and 0.778 tracking precision 

and success rates, respectively, we top the rankings. Similar 

tendencies may be seen in these modules' performance changes 

across the two datasets. 

 

DSST SAMF SRDCF SiamFC SiamRPN++ Ours

 
Fig. 9  illustrates the tracking results of DSST, SAMF, SRDCF, SiamFC, SiamRPN++, and our proposed algorithm on the OTB2015 dataset. 
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Fig. 10  The Robustness-Accuracy ranking of 10 trackers on the VOT2018 dataset. Trackers with better performance are positioned closer to the top-right corner 

of the plot. 

 

TABLE Ⅱ 

DISPLAYS THE PERFORMANCE SCORES OF 10 TRACKERS ON THE VOT2018 DATASET ACROSS 5 EVALUATION METRICS. 

 

Tracker SiamRPN++ SiamFC SiamAN TCNN SAMF KCF DSST ColorKCF ACT Ours 

EAO 0.3568 0.2599 0.2167 0.3457 0.1782 0.1781 0.1684 0.2156 0.1524 0.3906 
Acc. 0.4902 0.4074 0.3911 0.4726 0.3398 0.3013 0.3154 0.3362 0.2755 0.5318 

Fail. 21.8364 20.4823 30.0246 18.2324 36.4454 38.1412 45.0868 26.2237 41.1138 14.9161 

Overlap 0.5789 0.5333 0.5221 0.5401 0.1988 0.1878 0.5187 0.4926 0.4244 0.5943 
FPS 160 86 15 1 27 20 22 111 82 65 

 

TABLE Ⅲ 

TEST RESULTS OF DIFFERENT MODULES IN BENCHMARK EXPERIMENTS 
 

  
Without any 

modules 
+LBP   

+ Attention 
mechanism 

+ Shallow and 

deep feature 
fusion 

Ours 

OTB2015 Precision score 0.807 0.818 0.851 0.868 0.881 

 Success score 0.688 0.703 0.708 0.717 0.778 

VOT2018 Accuracy 0.4622 0.4806 0.4879 0.5104 0.5318 
 Failures 17.6661 17.5274 17.1924 16.2824 14.9161 

 Overlap 0.5022 0.5318 0.5694 0.5791 0.5943 

 EAO 0.3478 0.3523 0.3585 0.3884 0.3906 
 FPS 89 76 68 66 65 

 

V.   CONCLUSION 

In this paper, we proposed a multi-feature object tracking 

algorithm integrating LBP and attention mechanisms to 

address the shortcomings of conventional Siamese-network-

based object tracking methods, which rely on single-feature 

extraction and are sensitive to lighting variations, causing 

blurred object representation and position loss, leading to 

decreased tracking performance. First, local binary patterns 

were created by LBP feature extraction following the 

preprocessing of video frames. These patterns were 

subsequently used to train the SiamRPN network. By 

improving edge characteristics and local information in the 

photos, this step partially offset the impacts of illumination 

variations. Second, we added coordinated attention 

mechanisms after each convolutional layer to enhance feature 

extraction accuracy and consistency and to increase network 

depth by substituting ResNeSt for the conventional AlexNet 

backbone network. After going through the coordinated 

attention modules, we then fused the third and fifth levels of 

the network branches, making efficient use of both shallow and 

deep features. Ultimately, our approach employed the 

classification branch to predict both positive and negative 

samples within the current sequence, while the regression 

branch was utilized to assess the positional and scale 

information of the current output target, thereby facilitating the 

determination of the target's location. We evaluated our 

proposed methodology alongside several leading algorithms 

using the OTB2015 and VOT2018 datasets. Our tracking 

system achieved an accuracy rate of 88.1% and a success rate 

of 77.8% in the OPE analysis of the OTB2015 dataset. The 

experimental results indicate that our methodology is effective 

in mitigating challenges associated with scale variation, 

lighting conditions, and low image quality in panoramic data. 

It achieves high tracking ratings by displaying good visual 

effects, adapting well to small targets, target occlusion, and 

multi-target cross-motion, and retaining high tracking 
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accuracy while preserving real-time tracking performance. 
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