
 

  

Abstract—To address the problem of inaccurate prediction of 

slab quality in continuous casting, an algorithm based on 

particle swarm optimisation and differential evolution is 

proposed. The algorithm combines BP neural network 

prediction method. Firstly, the factors affecting the quality of 

the slab are analysed and a sufficient number of sample sets are 

extracted for training; Secondly, the particle swarm 

optimisation algorithm is optimised, and then the BP neural 

network is optimised and the chaos mechanism is introduced to 

increase the continuity of motion of the particles. The 

population is partitioned hierarchically, and different types of 

particles are processed separately to improve the global search 

capability of the algorithm. The differential evolution algorithm 

is also integrated to optimise cross-selection and increase 

particle diversity. Finally, a prediction model is built to predict 

and analyse the sample data. In the experiment, three 

algorithms are tested for different benchmark functions, 

namely the comparison of convergence, stability and 

searchability. The optimisation time comparison is completed, 

the target curve fit test is performed and the slab quality test 

results are checked. The experimental results show that the 

PSO-EIDE algorithm has strong optimisation ability, fast 

convergence speed and obvious improvement in stability and 

accuracy. 

Index Terms—Slab quality, BP neural network, Particle 

swarm division, Differential evolution, Optimisation capability 

 

I. INTRODUCTION 

 

OT delivery, hot charging and direct rolling of slabs are 

currently the established standards for continuous 

casting production. The primary requirement is to ensure slab 

quality[1]. Due to the complexity of on-site working 

conditions, slab quality problems are diverse, and the price of 

slab detection equipment in the hot state is relatively high. 

The traditional method of slab quality detection is no longer 

applicable[2]. In production, large iron and steel companies 

are gradually introducing sensors, electronic detectors, etc. to 

increase the degree of automation.Through automated 

professional equipment, technicians can obtain a large 

amount of high-quality production data. The effective and 

reasonable use of these data, the algorithm can greatly 

improve the prediction effect. The quality of the slab is 
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mainly affected by uneven heat dissipation as it passes 

through the secondary cooling zone.The impact on other 

continuous production cannot be ignored, such as hot 

charging and discharging, continuous casting and rolling, etc. 

Slab quality defects include surface defects, internal defects 

and shape defects, which are manifested as surface cracks, 

bubbles, intermediate cracks, central cracks, corner cracks, 

off-square, bulging molten steel composition and so on. 

Therefore, in the continuous casting process, accurate 

prediction of slab quality defects is key to improving 

production quality[3]. 

With the great development of information technology, 

various new computer technologies are constantly emerging, 

providing a new solution for improving slab quality.In this 

paper, a neural network model constructed by a fusion of 

particle swarm optimisation and differential evolution 

algorithms is used for simulation. The samples are processed 

by a neural network, the relevant processing functions are 

determined and the weights of the neural network are 

optimised by an intelligent algorithm. 

 

II. ANALYSIS OF SLAB QUALITY DEFECTS 

Surface cracking is one of the most common of all slab 

quality defects. Influencing factors include, but are not 

limited to, casting process, cooling rate, material properties, 

etc. Crystal growth forms a nucleus, which is a necessary 

condition for metal solidification, and the superheat and 

temperature drop gradient will directly affect the rate of 

crystal growth. At the same time, the melting point and 

moisture content of the mould flux will affect the thickness of 

the shell. As the superheat increases, the crystal grows too 

fast, which can easily cause the shell to be too thin, and the 

central segregation and central porosity will be higher. When 

the superheat reaches a certain level, there is even a risk of 

cracking and steel leakage. On the premise of ensuring 

production efficiency, drawing speed is particularly 

important. A high drawing speed will further increase the 

central segregation and the central porosity level. If the water 

ratio is not appropriate, serious sticking breakout will 

occur[4],[5]. 

Slab cracking is a gradual process influenced by many 

factors. Prior to solidification, the slab is subjected to tensile 

stress in the process of continuous movement. If it exceeds a 

certain critical value, internal cracks will occur. The external 

cause of cracking is mainly the action of various forces, and 

the internal cause is influenced by the sensitivity of the 

structure. Therefore, consideration of slab quality includes 

not only the endogenous structure, solidification conditions 
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and high temperature mechanical properties, but also the 

operation of machinery and equipment. 

III. NEURAL NETWORK MODEL 

The traditional way to build a slab quality prediction model 

is to use an expert system that relies on data and experience 

that is repeatedly verified. The system completes the logical 

judgement by setting various parameters. The system is 

highly dependent on the production process, steel grade and 

plant conditions, and is poorly adaptable to emergencies. In 

the case of incomplete data and high complexity, neural 

network can realise the reasonable mapping from input to 

output, and solve the problem of expert system, such as the 

problem of excessive dependence on data[6]. 

Before establishing the neural network model, a 

hypothesis is made in this paper, i.e. the operation of the 

continuous casting equipment is not considered. Eliminate 

dependence on specific steel grades, processes and 

equipment. It is assumed that the continuous casting plant is 

operating normally and that the formation of internal cracks 

is entirely determined by the process and chemical 

composition. The real-time data is derived from steel grade, 

chemical composition, casting speed, superheat, cooling 

water temperature, water volume, shell surface temperature, 

shell thickness and other process conditions and information. 

In order to improve the performance of the neural network, 

the data obtained by manual verification is used as standard 

data, i.e. the expected value, in the learning process. 

Comparing the expected value with the measured data in 

production, if there is a large deviation, delete the value; the 

value with the smaller deviation is retained and merged with 

the previous data to adjust the weight of the neural network. 

If the actual measured value is the same as the manual check 

value, it does not need to be processed. 

After data collection, the original data dimension is 

different. Some data values are very large, while others are 

very small. If they are applied without processing, it is easy to 

cause a large deviation in the output results.Therefore, it is 

necessary to normalise the samples and limit the values 

between [0,1] . The maximum and minimum normalisation 

functions are used in this paper as follows: 
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In the formula, 1 2{ , , , }nx x x x=  is the original sample data, 

n  is the dimension, max minx x、  are the maximum and 

minimum values of the sample respectively,  represents the 

stability threshold, and 25 = ℃ in the text. 

 

A. BP neural network structure 

BP (back-propagation) neural network is an error 

back-propagation algorithm[7]. It can solve non-linear 

problems and is widely used in engineering, but it is 

essentially a descending gradient algorithm. This method has 

some unavoidable shortcomings, such as slow convergence 

speed, strong dependence on initial weights and thresholds, 

and inability to guarantee global optimality[8],[9].Particle 

Swarm Optimisation ( PSO ) is introduced in this paper. It is a 

global random search algorithm that can optimise the weights 

and thresholds and improve the convergence speed. When the 

particle swarm is initialised, the weights are assigned to each 

particle; in dimensional space, the particle represents the 

weight[10-12]. The fitness function of the algorithm is set to 

mean square error, and the minimum fitness value is the 

optimal connection of the neural network.The corresponding 

network topology structure is as follows: 

 

input layer hidden layer output layer

.

.

.

x1

x2

xm

w11
w12

w13

h11
h12

h13

y1

y2

yn

.

.

.

.

.

.

Fig. 1. Topological structure diagram of neural network 
 

B. Parameter Design 

In this paper, a three-layer network structure is established 

and the output vector is 1 2[ , ]ny y y y= , which is used to 

identify the defect level of the slab. The input vector is 

1 2[ , ]mx x x x=  to identify the associated process parameters. 

In terms of convergence speed, learning speed is the key 

factor and setting too small will slow down the convergence 

speed. If the setting is too large, the optimum value cannot be 

obtained and convergence cannot be achieved. In this paper, 

considering the complexity of the real environment, the main 

consideration is the case of non-convergence, so some 

unnecessary parameters need to be eliminated. 

The three nodes of the output layer are the corner crack 

level, the intermediate crack level and the central crack level, 

and the value interval is 0.5 units.The design of the input 

parameters reflects the practicality as much as possible, 

including chemical parameters, equipment parameters and so 

on.Parameters include C content, P content, S content, 

superheat, casting speed, shell thickness, surface temperature 

of each section of the slab, etc.Choosing the number of nodes 

in the hidden layer is more complicated and there is currently 

no theoretical guidance. If too few nodes are designed, it is 

easy to have a poor training effect and affect the overall 

performance of the algorithm. If there are too many nodes, 

the training time will be longer and fault tolerance will be 

compromised. According to the Komlogorov theorem, the 

relationship between the number of nodes in the input layer 

and the number of nodes in the hidden layer is as follows: 

                                  2 1m n +                                          （2） 

In the formula, m  is the number of hidden layer nodes and 

n  is the number of input layer nodes. 

For the grade of slab defects, the number of nodes in the 

output layer is set to 3, the number of nodes in the input layer 

is 14, and the number of nodes in the hidden layer is 16. 

When using BP neural network modelling, rational 

allocation of weight coefficients is particularly important, 

and the parameter adjustment method often used is trial and 

error.This method is applicable to the self-balancing 

controlled object, which is an extension of the critical 

proportionality method.The key to this method is to see if you 

can run the system and change the parameters at the same 

time until you get satisfactory results. However, this method 
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relies on empirical values and has poor general applicability. 

Therefore, this paper uses an improved particle swarm 

optimisation algorithm to adjust the weighting 

coefficient[11],[12].  

 

C. Particle Swarm Optimization Algorithm 

PSO is an algorithm that uses inter-individual 

communication and cooperation to find the optimal 

solution.[13][14]. In Q -dimensional space, initialize n  

particles 1 2{ , , , }nx x x , where the position of the i particle in 

space is 
1 2{ , , , }i i i iQx x x x= , the particle velocity is 

1 2{ , , , }i i i iQv v v v= ， 1, 2, ,i n= ，and direction of travel 

is random[15][16]. The trajectory of each particle follows 

two positions: the current optimal extremum Pb  and the 

overall optimal extremum Gb .The fitness values of the 

particles are calculated in iterations and the velocity and 

position of the particles are updated, and Pb  and Gb  are 

updated after each iteration. After repeated iterations until the 

termination condition is satisfied, the optimal solution is 

obtained[17-19]. The equations related to the particle state 

are as follows: 

 

          
' '' 0 1( ) ( )
iq iq Pb iq Gb iqv v x x x x  = + − + −                    （3） 

 

                           
' '' '

iq iq iq
x x v= +                                            （4） 

In the formula, a is the inertia weight , it is used to balance 

the relationship between the velocities of different 

generations of particles. 0 1 [0,1]  、 , is randomly 

distributed. 

The premature problem of PSO is mainly reflected in the 

convergence speed of the algorithm[20]. As far as the essence 

of the algorithm is concerned, in the process of evolution, the 

path of the particle follows the trajectory of the optimal 

particle. If there are particles with poor performance, their 

speed will be greatly reduced, and at the same time they will 

oscillate in a certain dimension. Finally, it is easy to fall into 

the local optimal constraint and premature phenomena occur 

[21-23]. To solve this problem, this paper starts from two 

aspects: first, the chaotic mechanism is introduced to improve 

the ergodic ability of the particles and increase the diversity 

of solutions; second, the particles with poor performance are 

mutated to get rid of oscillations. 

 

D. Chaos Mechanism 

Chaos is a widespread phenomenon in nature. It belongs to 

the non-linear category. It has the properties of ergodicity and 

regularity. It is sensitive to initial conditions and can search 

all internal states in a given domain according to the law 

without repetition[24]. In this way, the nature of chaos can be 

used to optimise the search. The search steps are as follows: 

1)  Define the initial region, set the N dimensional initial 

state vector 0 01 02 0( , , , )NR R R R= , where the values in 0R  

are adjacent and have very small differences. 

2) Using the logistics equation to calculate the initial 

vector 0R , a chaotic sequence 1 2, , , nc c c    is generated. Here, 

after several iterations, the system will be completely in a 

chaotic state. The vector layer can be expressed as: 

 1 1(1 )i i ic c c + −= −                                  （5） 

In the formula,   is the iterative control parameter. 

3) Assuming the spatial particle iX , use equation (5) to 

obtain a better position for iX , denote '

iX . 

 
'

i j iX r rnd c X=   +                              （6） 

In the formula, r  is the active radius of particle 

iX , [ 1,1]rnd  − , [0, ]j n . 

The main idea of particle swarm optimization algorithm 

based on chaotic mechanism is as follows: on the one hand, 

the position and velocity of particles are initialised by chaotic 

sequence. Because of its ergodicity, it not only maintains the 

diversity of particles, but also improves the search ability of 

particles. Moreover, the chaotic state can make the motion of 

the particles persistent. 

Particle chaos initialization : give initial values to iX in 

Equation (6), and re-correct the velocity in particle swarm 

iteration: 

     
,
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In the formula,  is a constant (0,1] ,  is a random 

number with a normal distribution of [0,1]N , [1, ]i n , 

[1, ]j m , n  is the number of particles, and m  is the spatial 

dimension. About '' ( )v t :  
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In the formula, max /1.1iv v c , ( ) ( )gb Tf x f x , ic  

is a new chaotic sequence, ( )gbf x  is a satisfactory solution, 

( )Tf x  is the target solution. 

 

IV. DIFFERENTIAL EVOLUTION SOLUTION BASED ON 

SUPERIOR AND INFERIOR PARTICLES 

The particle swarm algorithm has obvious advantages, 

such as strong global search ability and fast convergence 

speed. However, the algorithm is prone to premature 

convergence, and as the number of iterations increases, if the 

diversity of particles in the population does not improve, the 

particles will gradually converge to the global optimal 

position. However, if this position is a local extremum, it will 

be trapped in the local optimal constraint, reducing the 

accuracy of the algorithm. To solve this problem, this paper 

proposes a differential evolution algorithm based on good 

and bad particles.Introducing a strategy for handling the 

difference between good and bad particles, while conducting 

a global optimal search, utilizing the cross mutation operation 

in differential evolution algorithm to enhance the diversity of 

particles. 

 

A. Division of superior and inferior particles 

In the operation of the algorithm, the performance of the 

particles after each iteration is different, and the performance 

IAENG International Journal of Computer Science

Volume 52, Issue 3, March 2025, Pages 673-683

 
______________________________________________________________________________________ 



 

of the search ability is different. Fitness values are commonly 

used to measure the search ability and accuracy of algorithms. 

Particles with good fitness are more likely to reach the 

optimal position and lead other particles in the population to 

move to that position; and particles with poor fitness are far 

from the optimal position, making it easy for them to break 

out of local optimal constraints. 
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                            （10） 

In the formula, 1N  is the dividing line between superior 

and inferior swarms, 2N  is the dividing line between inferior 

and random swarms, n denotes the total number of particles, 

and k  and K  denote the number of current iterations and 

maximum iterations, respectively. 

After adopting the stratification strategy, 1 2{ , , , }nx x x in 

the population completes the three-part division into 

1 2 1 1 1 1 2 2 2 1 2 2{ , , , },{ , , , },{ , , , }N N N N N N nx x x x x x x x x+ + + + . 

The particles in the superior group are updated by a 

differential evolution algorithm, which is beneficial to reduce 

the risk of particles falling into local optimal constraints. In 

the inferior group, the optimised particle swarm optimisation 

algorithm achieves fast convergence; the particles in the 

random group have poor activity and need to be eliminated, 

and then randomly generated particles are used to increase 

population diversity. 

 

B. Differential Evolution 

The basic idea of the Differential Evolution Algorithm 

( DE ) is similar to that of the Genetic Algorithm, i.e. using 

the mutation operation to generate new individuals and then 

implementing crossover and selection operations. After 

continuous iterative evolution, the global optimal solution is 

searched in the solution space by vector, but the two are 

defined differently[25],[26]. DE implements mutation 

operation through differential strategy, which is different 

from genetic algorithm. It uses the characteristics of the 

population to improve the optimisation ability of the 

algorithm[27]. In the optimisation problem, the non-linear 

minimisation problem is solved as an example. The basic 

mathematics is as follows: 

 

       

1 2min ( , , )

, 1,2, ,

Q

L U

j j j

f x x x

x x x j Q




  =

                      （11） 

In the formula，Q  is the solution space dimension, and 

U L、  are the upper and lower bounds on the values of the 

component jx , respectively. 

The basic steps of the differential evolutionary algorithm 

are as follows: 

1) Population Initialization 

If the population size is set to 
pN , then the k-th generation 

individual i  can be expressed as , , , , ,{ | L L U

j i j i j i j i j ix x x x x  , 

1,2, , pi N= , 1, 2, , }j Q= . In the algorithm, each 

generation population is composed of 
pN  dimensions and 

the vector of Q , then the initial population 
, (0)j ix  can be 

expressed as :The initial generation of the population 
, (0)j ix  

can be denoted as: 

 

        , , , ,(0) (0,1) ( )L U L

j i j i j i j ix x rand x x= +  −                 （12） 

In the formula, (0,1)rand  is a random number, (0,1) , 

uniformly distributed. 

2) Mutation operation 

For each target individual 
,j ix  of the population, DE 

generally adopts a difference strategy to implement the 

mutation operation[28], that is, two individuals in the 

population are randomly selected to be vectorially fused with 

the to-be-mutated individuals, which in turn produces a new 

mutated individual 
, ( 1)j iV k + .The scaling factor F  is set in 

the algorithm. This parameter affects the updating of the 

population in the iteration. It is set as an adaptive method, i.e. 

the initial search area is large and the F  value is large. As the 

algorithm progresses, the F  value should gradually decrease 

from large to small searches. 

 

                           max min
max

( )k F F
F F

K

−
= −                        （13） 

 

                 
, 1 2 3( 1) ( ) ( ( ) ( ))j i r r rV k x k F x k x k+ = +  −        （14） 

In the formula,  
, ( 1)j iV k +  is the new mutant individual; 

F  is the scaling factor, (0,1) ; 
1 2 3 [1, ]pr r r N、 、  is used 

to control the vector difference of the randomly selected 

individuals , which is also different from the individuals to be 

mutated, and 1 2 3r r r j   . 

In the iteration of the algorithm, whether it is a randomly 

selected individual or a newly generated individual, both 

must be effective and conform to the established 

constraints, , , , ,{ ( 1) | ( 1) }L U

j i j i j i j iV k x V k x+  +  [29],[30]. 

After the DE mutation operation, the particles will change in 

a certain order, and the ascending mutation operation is taken 

for a real number of individuals, for example, 

{3.2,2.8,1.3,1.9,7.5,5.3}X =  is 

{1.3,1.9,2.8, 3.2,5.3,7.5}X =   after the mutation operation, 

and the related encoding can be expressed as (4,3,1, 2,6,5) . 

3) Cross Operation 

The individual to be tested 
,

' ( 1)
j i

V k + , is obtained through 

the cross transformation of the individual, then the 

corresponding 

, 1, 2 , ,

' ' ' '( 1) { ( 1), ( 1), , ( 1)}
j i i i Q i

V k V k V k V k+ = + + + . When the 

intermediate is cross-transformed, the individual to be tested 

contains at least one vector by a random strategy and is 

generated by ,j ix . The cross must follow the following 

formula: 

                          

,

,'

,

( 1) ( ) [1, ]
( 1)

( )j i

j i

j i

V k rand j CR or j Q
V k

x k

+           
+ = 


     （15） 

In the formula， j  is a bounded random number to ensure 

that the individual to be tested will not completely detach 

from the target individual ,j ix ; [0,1]CR  , called the 

crossover probability, is used to regulate the difference 

between the newly generated individual and the original 

individual, and is a random number. 
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In order to eliminate the repeated particles in the n-th 

generation population, the mapping operation is performed 

by local crossover. The particles of the n-th generation 

population are crossed, and the local positions to be swapped 

are selected, and then the positions of the two elements are 

swapped. The particles in the local area are mapped, and then 

the repeated elements in the offspring are eliminated to 

maintain the diversity of the offspring. The corresponding 

figures are as follows. 
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Fig. 2. Particle Cross Mapping 

 

4) Selection Operation 

By comparing the fitness values of the test individual and 

the target individual, the smaller one is retained to become 

the new individual of the next generation.The greedy 

algorithm is used to determine the new individual: 

                 

, ,

,

' '
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, '

, ,

( 1) ( ( 1)) ( ( ))
( 1)

( ) ( ( 1)) ( ( ))

j i j i

j i

j i

j i

j i j i

V k f V k f x k
x k

x k f V k f x k

 +         + 
+ = 

             + 

    （16） 

In the DE algorithm iteration, after the individual is 

initialised, the mutation and crossover operations are 

completed. According to the fitness value, the eligible 

individuals are selected to enter the next iteration and the 

inferior individuals are eliminated. This operation is repeated 

in each iteration process and finally the optimal individual is 

obtained, which is the optimal solution of the algorithm. 

 

C. PSO-EIDE algorithm process 

PSO is combined with DE algorithm and named 

PSO-EIDE after optimisation. After initialising the position 

and velocity of the particles, the algorithm calculates the 

fitness of the particles. According to the fitness value of the 

particles, the population is divided into three levels: superior 

group, inferior group and random group. The three 

populations are processed separately, and the velocity and 

position of the particles are updated once by iteration, and the 

fitness value is recalculated to divide the population until the 

optimal solution is obtained or the maximum number of 

iterations is satisfied. 

Input: steel grade, chemical composition, drawing speed, 

superheat, cooling water temperature, water volume, shell 

surface temperature, shell thickness.  

Output: n randomly initialised particles meeting the 

requirements 

1. Initialization Parameter List  

// The sample data is sorted, the particles are initialised and 

the clustering centre vector is determined for each particle. 

2. for(int i=0;i<=n;i++){ 

// The initial fitness value is calculated and the fitness 

value of each particle is calculated according to the fitness 

function. The best position of the particle is selected as the 

initial iteration position.}  

3.Selection of locally and globally optimal individuals. 

4. while( Current number of iterations is less than the 

maximum number of iterations){ 

// Calculate the fitness value and divide the population 

according to equation (10). 

for(int i=0;i<=n;i++){ 

// Each particle is treated separately. 

if(The particles are in the superior group) 

//Update particle velocity and position using DE 

algorithm. 

else if(The particles are in the inferior group) 

//Update particle velocity and position using PSO 

algorithm. 

else 

//Correct the velocity and position of the particle using 

equation (5). 

//Calculate the fitness value } 

5.Generate a new generation of individual t

ix  . 

6.  If(Comparison of the current optimal solution and the 

temporary optimal solution) 

// Update the current optimal solution. 

7.  if( Reference Particle Swarm Optimization to Set 

Iteration Termination Conditions) 

  break; 

} 

 

D. BP Neural Network Optimization 

In this paper, the global search performance of the 

PSO-EIDE algorithm is used to optimise the training of the 

neural network, and the speed and position of the particles are 

redesigned. Setting 1 2,A A  as the weight matrices between the 

input layer and the hidden layer, respectively, The i  particle 

can be defined as 1 2{ , }i iA A , so that the particle velocity and 

position equations can be redefined as: 

 

            

0 1

, ,

1 2

( 1) ( ) ( )( ( ) ( ))

( )( ( ) ( ))

i j i j lb i

gb i

v t v t t x t A t

t x t A t                  
         

（17） 

 

                   , , ,( 1) ( ) ( 1)i j i j i jX t X t cv t                    （18） 

In the formula,  is a constant of (0,1] , is a random 

number of normal distribution [0,1]N , ( )lbx t  is a local 

optimum, ( )gbx t  is a global optimum, c  is a speed factor, 

[0,1] . [1, ]i n , [1, ]j m , n  is the number of particles, 

and m is the spatial dimension. 

According to the characteristics of slab quality 

determination, the structure of the neural network is 

determined, the corresponding weights of the neurons are 

coded, and the PSO-EIDE algorithm is used to iterate. The 

value of the fitness function is the mean square error, and it is 

continuously iterated to finally meet the accuracy 

requirements. The specific steps are as follows: 

Step 1: The samples are collected and pre-processed, the 

threshold of the BP neural network is initialised, and the 

weights and thresholds are encoded to obtain the initial 

population; 

Step 2: The velocity and position of the particles are 

initialised using formulae (17) and (18) and the fitness value 
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is calculated; 

Step 3: Update the extreme value and update the speed and 

position again to see if the conditions are met;; 

Step 4: The weights and thresholds are obtained and the 

mean square error of the BP neural network is calculated to 

determine if the conditions are met. If not, proceed to step 3, 

otherwise exit. 

 

V. EXPERIMENTAL ANALYSIS 

Combined with the field data of a steel plant, BP neural 

network: 14 equipment and process parameters are 

introduced, that is, 14 dimensional vectors, 3000 groups of 

samples are extracted, the output vector dimension is 3, and 

the data normalization algorithm reference formula (1). 

PSO-EIDE algorithm uses five classic test functions for 

analysis.Set the population size is 40, the speed factor 

0.6c = , the inertia weight   decreases from the maximum 

value of 0.85 to 0.35, the maximum iteration number is 400, 

the scaling factor 0.5F = , and the crossover probability 

0.4CR = .The selected samples are used to analyse PSO, 

PSO-DE combined with differential evolution, and 

PSO-EIDE algorithm using the pros and cons division 

strategy.The definitions and value ranges of the five 

benchmark functions are given below. 

1) The value range of function Schwefel  is [ 10,10]D , 

and the formula is as follows: 

 

1

( ) ( sin | |)
D

i i

i

Schwefel x x x  

2) The value range of function Rosenbrock  is [ 10,10]D , 

and the formula is as follows: 

 

2 2 2

1

1

( ) (100( ) (1 ) )
D

i i i

i

Rosenbrock x x x x  

3) The value range of function Rastrigin  is [ 5.12,5.12]D , 

and the formula is as follows: 

 

2

1

[ 10cos2 10]
D

i i

i

Rastrigin x x  

| | 0.5

(2 ) / 2 | | 0.5

i i

i

i i

k k
x

round k k

                        

    
 

4) The value range of function Griewank  is [ 600,600]D , 

and the formula is as follows: 

 

2

1 1

1
( ) cos( / ) 1

4000

DD

i i

i i

Griewank x x i  

5) The value range of function logPatho ical  is 

[ 100,100]− , and the formula is as follows: 

 

2 21
1

2 2 2
1 1 1

sin (100 ) 0.5
log (0.5 )

1 0.001( 2 )

n
i i

i i i i i

x x
Patho ical

x x x x

−
+

= + +

+ −
= +

+ − +
  

6) The value range of function schaffer  is [ 5.12,5.12]D , 

and the formula is as follows: 

2 2

1

2 2

1

sin 0.5

0.5

(1 0.001( ))

n

i

i

n

i

i

x

schaffer

x

=

=

−

= +

+




 

 
TABLE 1 COMPARISON OF BENCHMARK FUNCTION TEST VALUES 

 

From the analysis of Table 1, for six benchmark functions, 

five of them find the global optimal solution and only 

Rosenbrock  falls into the local optimal solution. From the 

analysis of its experimental results, the average optimisation 

accuracy reaches 10-25,which is much higher than the 

accuracy of other algorithms.The specific analysis shows that 

the average value of the PSO algorithm in the five benchmark 

functions is greater than 0, which easily falls into the local 

optimum, and the global optimum solution cannot be 

obtained. At the same time, the variance results are too large, 

indicating that the stability of the algorithm is poor. After the 

introduction of the differential evolution algorithm, the 

optimisation capability of the PSO-DE algorithm has been 

enhanced, and all aspects of the indicators have been 

significantly improved. For most functions, better test results 

can be obtained, but the optimisation effect of 

Griewank function does not meet the requirements, and the 

convergence speed is not optimal. In the test, in the improved 

PSO-EIDE algorithm, in terms of average value, the results 

of three benchmark functions are 0, and two are minimum 

values, indicating that the algorithm has good robustness, and 

the test optimal value of the algorithm is 0, and the variance 

value reaches 0 twice, indicating that the algorithm has good 

stability. At the same time, a comprehensive comparison of 

several algorithms can also conclude that the optimal value of 

the PSO-EIDE algorithm is not much different from the worst 

value, and the variance is much smaller than other algorithms, 

which also shows that the optimised algorithm has stronger 

stability and optimisation ability. 

The optimisation time of the three algorithms on different 

use cases is compared.Each test is run 20 times independently 

and the time after execution is recorded and averaged. The 

normalised information processing method is used to test the 

three algorithms,and the correlation coefficients of different 

samples are obtained, and the target curve is fitted. The 

correlation coefficient is linear with the target curve, and the 

closer the value, the better the effect. Figure 3 is the 

normalised target curve comparison. 

benchmark 
function 

algorithm optimal 
value 

Worst 
value 

variance 

Schwefel  
PSO 1.644 18.452 13.217 

PSO-DE 
PSO-EIDE 

0 
0 

2.415 
0 

0.328 
0 

Rosenbrock  
PSO 0 4.242 1.308 

PSO-DE 
PSO-EIDE 

0 
0 

3.581 
7.2×10-24 

0.875 
6.2×10-51 

Rastrigin  
PSO 2.391 12.842 7.331 

PSO-DE 
PSO-EIDE 

0 
0 

0.894 
0 

1.241 
0 

Griewank  
PSO 2.895 16.995 10.472 

PSO-DE 

PSO-EIDE 

0.113 

0 

3.224 

0 

4.847 

0 

logPatho ical

 

PSO 0 3.368 5.127 

PSO-DE 
PSO-EIDE 

0 
0 

1.114 
0 

2.752 
0 

 

schaffer  

PSO 

PSO-DE 
PSO-EIDE 

0 

0 
0 

2.368 

0.351 
0 

4.128 

1.173 
0 

IAENG International Journal of Computer Science

Volume 52, Issue 3, March 2025, Pages 673-683

 
______________________________________________________________________________________ 



 

0 50 100 150 200 250 300
0

1

2

3

4

5

6

7

8

f
i
t
n
e
s
s
 
v
a
l
u
e

number of iterations

 PSO-EIDE
 PSO-DE
 PSO

 
（a） Schwefel function 
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（b） Rosenbrock function 
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Fig. 3. Convergence of benchmark function 

 

From the analysis of Figure 3, it can be seen that 

PSO-EIDE has the fastest convergence speed and stable 

performance among the three algorithms in the test of six 

benchmark functions. In the early stages of iteration, 

PSO-EIDE converges faster than the other two algorithms. 

When the number of iterations is 20, the PSO-EIDE basis 

reaches a stable value and gradually tends to be stable. In 

contrast to the other two algorithms, PSO-DE, due to the 

integration of DE algorithm in the algorithm, the particle 

diversity is guaranteed and it is easier to find the optimal 

solution. In addition to the two benchmark functions of A and 

B, the convergence of other functions is close to that of 

PSO-EIDE, while the initial convergence performance of the 

PSO algorithm is poor;In the middle of the iteration, the PSO 

algorithm is still in the process of optimisation. The PSO-DE 

algorithm completes fast convergence, but is not stable and 

does not fully converge. In the later stage of the iteration, the 

improved algorithm can remain stable and quickly find the 

global optimal solution, while the optimisation results of the 

other two algorithms are not ideal. Especially in the later 

stage of the PSO, there are still some function values that do 

not converge, indicating that the algorithm has fallen into the 

local optimum bounds. The improved algorithm can 

converge quickly, which shows that in the process of 

algorithm advancement, because the DE algorithm adopts the 

local crossover strategy in the cross selection, the algorithm 

avoids the repeated samples and the population diversity is 

guaranteed. The selection of the superior and inferior 

particles also makes the particle vitality continue, and the 

global search ability is strong, which can prevent the 
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algorithm from falling into the local optimum prematurely.   

The algorithm is used to test the optimisation time and 

three algorithms of PSO, PSO-DE and PSO-EIDE are 

selected for comparison. The process is set up as a single 

thread, and the population and iteration times are consistent 

with the benchmark function test. Each test is run 10 times 

independently, the time after execution is recorded and the 

average is taken. 

 
TABLE 2 COMPARISON OF OPTIMIZATION TIMES (UNIT: S) 

Example PSO PSO-DE PSO-EIDE 

E1 

E2 

E3 
E4 

E5 
E6 

52 

23 

11 
45 

19 
39 

1214 

419 

390 
982 

457 
816 

714 

223 

198 
473 

231 
384 
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（a）Test data 1 
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（d）Test data 4 

Fig. 4 Comparison of normalized target curves 

 

From Table 2 it can be seen that the PSO algorithm takes 

the shortest time of the six examples and has significant 

advantages over the other two algorithms, while the PSO-DE 

algorithm takes the longest time and the PSO-EIDE 

algorithm is in between the two. The PSO takes the shortest 

time because there is no fusion DE algorithm and the 

particles are not optimised and it is easy to fall into a local 

optimum. Although the PSO algorithm saves time, the 

accuracy of its optimal solution is lacking; Figure 4 shows the 

normalisation of the test data and the fitting of the target 

curve. The closer it is to the target curve, the more accurate 

the prediction result. The PSO-EIDE algorithm is tested 

repeatedly, and the normalised correlation coefficients are all 

close to the diagonal, further indicating the consistency of the 

test results on different data. Combined with the overall 

performance of the algorithm, the PSO-EIDE algorithm is 

selected as the best. 

After the algorithm is improved, the optimisation time is 

slightly worse, but the algorithm performs best in terms of 

accuracy. The reason is that the algorithm adopts the strategy 

of separating good and bad particles, which has greatly 

improved the optimisation ability.The introduction of the 

differential evolution algorithm increases the diversity of the 

population and more particles can be selected, which makes 

up for the deficiency of the particle swarm optimization 

algorithm. Particles have stronger adaptability and can 

achieve better global search ability. 

The PSO-EIDE modifies the weights of the BP neural 

network and the correlation pairs are shown in Figure 5: 
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Fig. 5 Mean square deviation 
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From Figure 5 it can be seen that after optimising the 

PSO-EIDE algorithm, the iteration curve completes rapid 

convergence at the initial stage of the algorithm. When the 

number of iterations of the BP neural network reaches 75, it 

has initially converged. When the number of iterations 

reaches 130, training accuracy is achieved. Compared with 

the traditional BP neural network, the convergence ability of 

the improved algorithm is significantly improved, and the 

mean square error curve of the improved neural network 

decreases faster and the stability is stronger. 

In terms of slab quality, two types of qualified and 

unqualified slabs were selected for full surface longitudinal 

crack testing. A total of 7 groups of 56 tests were performed. 

The data were normalised using equation (1). The predicted 

results are shown in Figure 6 and Figure 7. 
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Fig. 6. Comparison of qualified product testing 
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Fig. 7. Comparison of Unqualified Product Testing 

 

After the test, some results are selected. From the test 

comparison of qualified and unqualified products in Figure 6 

and Figure 7, the accuracy rate of qualified products is 

96.15%, the accuracy rate of unqualified products is 94.23%, 

and the overall accuracy rate is 95.19%. For the qualified 

products without cracks, the prediction accuracy is high. 

Compared with the slab without cracks, the prediction value 

of the slab with cracks is slightly deficient, which basically 

meets the technical requirements, indicating that the 

prediction model can effectively predict the quality of the 

slab. 

VI. CONCLUSION 

Aiming at the problem of slab quality prediction under 

complex working conditions, a model combining hybrid 

optimisation algorithm and BP neural network is established 

in this paper. Based on the particle swarm optimization 

algorithm, the model proposes a strategy of dividing the 

superior and inferior particles and repositioning the three 

types of particles in the iteration, which solves the problem of 

the weak global search ability of particles in the later stage of 

the algorithm. Combined with the differential evolution 

algorithm, the local crossover strategy is used to increase the 

diversity of particles, thereby improving the overall activity 

of the population and speeding up convergence. From the 

analysis of the experimental results, the optimised algorithm 

has undergone a lot of tests in terms of accuracy, convergence, 

stability and target fitting, and the effect has been 

significantly improved.  
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